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Abstract
The present study aimed to improve the ability of children with autism to recognize emotions correctly. We used our third-
person perspective role-playing game (TPP-RPG) method to teach social skills and help develop an improved understanding 
of the six basic emotions. The experiment was divided into two phases: The first involved working with traditional figure 
card emotional recognition and the second involved a subject entering a 3D cave automatic virtual environment (CAVE) 
to engage with interactive games. While the traditional graphic card is a static picture that represents one of the six basic 
human emotions, the virtual reality of CAVE-like immersive 3D role-playing games enables the use of actual picture scene 
syntheses plus the animation of 3D characters to express emotions. The participating children were instructed to role-play 
with (1) three-dimensional (3D) virtual role animations and observe (2) two different real-time switchable role-play anima-
tions of themselves and their counterpart socially interacting. This single-subject study was based on multiple-baseline, 
across-subject design and involved 5 weeks of TPP-RPG training intervention. From this research activity, we found that the 
role-play performance of all three participants rose substantially during the intervention phase and remained significantly 
higher in the maintenance phase compared to their baseline levels.

Keywords  CAVE-like immersive environments · Autism · Third-person perspective · Virtual Reality CAVE · Role-playing 
game · Human–computer interaction · Empathy

1  Introduction

1.1 � The innate defects in autism

Children with autism are generally considered to have birth 
defects in social behavior, communication barriers, and 

repetitive behavior [3, 8]. Children with autism spectrum 
disorders (ASDs) often find that social interaction with oth-
ers is difficult [26]. In particular, they are often not sure 
how to respond to the feelings, facial expressions, and body 
movements of other people, and in particular what they 
should say [14]. The nature of these challenges has been 
well documented in the literature [3, 14]. Many research-
ers have determined that reciprocity plays a crucial role in 
maintaining cooperation in society and that this requires the 
ability to empathize with others [7, 9], to be aware of emo-
tional and interpersonal cues, and to respond appropriately. 
It is also clear that effective interaction requires nonverbal 
communication and nonverbal social skills, without which 
it is difficult to know how other people feel.

1.2 � Autism’s defects in social reciprocity behavior

Beyond their social interaction difficulties, children with 
ASD also experience substantial communication barriers, 
relatively rigid behavior patterns, and a general inability 
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to empathize with others [7, 9]. They often also are clearly 
insensitive to emotional cues, and have difficulty under-
standing when and how to appropriately respond in every-
day social situations [2, 3]. A particular challenge is that 
children with ASD have problems distinguishing happy 
social encounters from angry ones because they have dif-
ficulty in understanding whether their counterparts are 
smiling, waving hello, or shaking an angry fist at them 
[2]. Fortunately, these social cues can be learned through 
training [24, 27]. For example, role-play and videos are 
often used to strengthen the interaction skills of children 
with ASD when learning and socializing [6, 42]. These 
two methods are commonly used in the field of educa-
tion and are often applied in the teaching and training of 
autistic children [24]. However, we consider role-play and 
watching videos to have a substantial drawback because 
these methods do not enable the participants to observe 
themselves in various social situations [2, 18]. Being able 
to see one is a critical influential factor in training. The 
ability to observe from the third-person perspective is 
useful for children because they can use this information 
to understand and mimic what they see, thereby enhanc-
ing their social emotional awareness or self-reciprocity 
skills [13, 18]. To overcome the limitations of role-play 
and videos watching, we developed a TPP-RPG training 
method that enables children to specifically observe and 
evaluate their own facial expressions, emotions, and body 
languages from a third-person perspective.

2 � Related work

2.1 � The training strategies of video modeling 
commonly used in children with ASD

Current research often uses video modeling (VM) to teach 
children with ASD to role-play and pretend play [33] so 
that they can learn to understand the meanings of the facial 
expressions and body language of their counterparts in 
various social situations [2, 12, 16, 17, 44]. By watching 
the videos [6] or undertaking immersion into virtual real-
ity environments [35], children with ASD can often bet-
ter understand the roles and contexts of the people in the 
scenarios as well as variations in their body language [12]. 
Trainers in such settings often ask the children to focus on 
how the emotions, facial expressions, and body language 
of the characters in the videos change and then ask them 
to imitate those movements and expressions [13, 44]. Evi-
dence shows that VM can significantly help children with 

ASD to understand and reflect on social behaviors [5, 12, 
16, 17, 34, 44].

2.2 � The primary training limitation of the VM 
strategy

However, because VM can teach users only to imitate behav-
iors and usually does not explain what the behaviors mean or 
why they should imitate them [5], users often cannot clearly 
understand why they should learn these behaviors [17]. In 
addition, a VM experience is almost always presented from 
the viewer or video creator’s perspective, showing a social 
interaction without establishing a direct connection with the 
characters in the role-play [31]. In this context, it is unfortunate 
that VM training does not provide a direct interactive mecha-
nism that allows clear social communication with others, and 
this frequently makes VM by itself uninteresting to children 
with ASD [19, 31]. However, children with ASD need to be 
trained to understand the perspective of those they are interact-
ing with and to see how their own behaviors affect the other 
person’s social reciprocity interactions.

2.3 � Applying TPP and RPG methods in CAVE‑like 
immersive 3D virtual reality role‑playing games 
in order to provide social skills training

Because children with ASD lack imagination and do not have 
the ability to pretend or to play games [33], it is often difficult 
for them to understand the feelings of others [7, 9] and the 
meaning of social reciprocity [32]. The past literature has also 
pointed out that autistic children differ from others in their lack 
of understanding of visual space in social situations [2, 36]. 
Having greater skill in this area is especially critical because 
autism’s innate defect is that it diminishes one’s capability to 
understand the feelings of other people and thus the ability 
to empathize [7, 9] and interact productively with them [43]. 
Therefore, our research uses a combination of TPP and RPG 
methods, which overlap images of ASD children in real scenes 
while allowing the user to interact with others in virtual 3D. 
Training mechanisms integrated with RPG for self-modeling 
[12, 30] enable users to view a real-time 3D animation of 
themselves. This kind of practice makes it possible for children 
with ASD to simultaneously observe their own facial expres-
sions and body language and those of their counterparts in 
the RPG situation [17]. We think that the unique perspective 
obtainable from using a TPP-RPG approach can help children 
with ASD to see themselves interacting with virtual avatars 
from the perspective of others and that this makes it possible 
for them to increase their situational awareness and under-
standing of overall contexts and social reciprocity.
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2.4 � Benefits and opportunities of the TPP‑RPG 
training method in social reciprocity training

Beyond situations where CAVE-like immersive 3D virtual 
reality environments are employed, various techniques and 
methods have been used to quantify social skills and cogni-
tion, with different levels of success [21, 45]. Some group 
intervention studies have used observational techniques, 
such as observing conversation styles in simulated scenarios 
of parties or interviews [27, 41], or the frequency and type of 
observational interactions have been tracked. The practical-
ity of using virtual reality is due to several unique charac-
teristics which make it particularly useful when attempting 
to quantify social skills and cognition [4, 35]. Virtual reality 
represents real life in a safe, controllable way, and repeated 
exercises and exposures can be used as key elements in 
treatment [28, 46]. Virtual reality can also provide a natural 
environment with an infinite number of social scenes and has 
been proved to replicate social conditions well [45].

In addition, the TPP-RPG training method is effective 
because it overcomes the reality for autistic children that 
it is difficult for them to imagine and understand social 
interactions that they have not previously seen or directly 
experienced. In contrast to our approach, a traditional train-
ing strategy, such as VM, only allows the patient to experi-
ence a single virtual character playing with them and does 
not show them how they themselves are interacting with 
others. However, if it is possible for them to interact and 
watch themselves from the perspective of a third person, 
they become better able to think about their relationship with 
others because this angle of view allows them to see them-
selves playing in the virtual context. Our new third-person 
approach also provides a unique visual framework that helps 
patients to improve their understanding of abstract social 
reciprocal relationships in general.

2.5 � Gaps beyond the previous studies

Our research, and the results we have been able to achieve, 
differs from prior work in this area of study in many ways 
[10, 39]. First, we use a CAVE-like, immersive 3D virtual 
reality environment to present virtual 3D characters and real 
participants in ways that overlap. A CAVE-like 3D virtual 
reality environment can give the participants with ASD an 
opportunity to focus on their own and others’ social interac-
tion. They can observe the response of 3D avatars to their 
own social interaction gestures and comprehend better 
whether their self-body social reciprocity is appropriate or 
not. Being able to see how others respond to them stimulates 
interest and increases the pleasure of learning for children 
with ASD. This effect cannot be achieved using conventional 
videos or VM.

Second, our RPG method allows users to switch their per-
spective between first- and third-person perspectives. This 
allows them to overlap observations of the real participant 
and of the virtual participant. This differs from previous 
studies which have used augmented reality (AR) technol-
ogy as a training strategy to help ASD children learn how 
to model their own facial expression by looking at the 3D 
augmented facial expressions of another participant’s face 
[18, 31]. AR is limited because it is only able to focus on 
specific parts of the body [32]. Our method, in contrast, uses 
a much more engaging whole-body interactive framework. 
Earlier research has focused on the connections between 
emotions, facial expressions, and facial characteristics [13, 
18, 32], but our research adds to this mix the ability to cap-
ture full body language as well. In order to do this, we used 
two Kinect cameras placed on the front and back of a child 
and projected that child’s image together with the images of 
3D characters.

Third, unlike VR, where participants have to wear special 
glasses [15], our CAVE-like, immersive 3D virtual reality 
environment allows participants to literally walk into the 
training environment. This helps children with ASD concen-
trate and feels a sense of stability. Most VR devices require 
participants to wear a heavy head-mounted display (HMD) 
[1]. It has been widely observed that using traditional VR 
equipment often makes participants feel uncomfortable 
[40]. The heavy VR equipment can make participants feel 
as though they are being forced to interact with some kind 
of ominous medical equipment and often find that it can be 
uncomfortable to wear. Our system completely eliminates 
this set of issues.

3 � Methods

We developed a multi-perspective (involving both first and 
third persons), interactive, CAVE-like immersive 3D vir-
tual reality role-playing game for socialization training in 
greeting others. The aim was to enable children with ASD 
to observe whether their social reciprocity behaviors were 
appropriate and correct (Fig. 1).

3.1 � Participants

Three children with ASD (three boys, using the pseudonyms 
Doran, Bob, and Peter) took part in the study. The mean age 
of this group was 7.7 years, and the age range was 7–9 years. 
Their intelligence quotient (IQ) scores were: [a] full scale IQ 
(FIQ): 87; [b] verbal IQ (VIQ): 88; and [c] performance IQ 
(PIQ): 86 (see Table 1). They were in the same school with 
numerous typically developing (i.e., non-ASD) students. The 
inclusion criteria were: (a) a clinical diagnosis of ASD based 
on DSM-5 criteria [3], (b) affirmed by a physician to have 

Federica Caruso

Federica Caruso

Federica Caruso



378	 Universal Access in the Information Society (2021) 20:375–389

1 3

no comorbidities, (c) not taking prescribed medications, and 
(d) not undergoing any other therapies at the same time as 
the testing.

The regular classroom teacher for these three students 
was responsible for general lessons for all students, but was 
assisted by a teacher’s aide. Once a week, a substitute teacher 
(an occupational therapist) taught the class. The Vineland 
II Adaptive Behavior Scales [11] showed that Doran, Bob, 
and Peter were at a moderate medium adaptive level, which 
means that they could perform tasks when supervised. Dur-
ing interviews with the parents and therapists of Doran, Bob, 

and Peter, we learned that the children thought it was dif-
ficult for them to interact and socialize with others. There 
was a general agreement that they did not understand facial 
expressions or body language movements in social greetings 
and therefore often misunderstood the feelings of other peo-
ple, leading them to shy away from interacting with others.

3.2 � Developing the third‑person perspective 
role‑playing game training system

In the experiment we undertook, our TPP-RPG training sys-
tem used two cameras for switching between first-person 
and third-person perspectives. Using overlapping CAVE-like 
immersive 3D images of virtual roles, the images produced 
can be switched among three perspectives: (a) viewing the 
actions and expressions of the participant from the perspec-
tive of a virtual role-player (TPP: shot by front camera); (b) 
seeing the virtual 3D character from the perspective of the 
participant (first-person perspective: shot by back camera); 
and (c) the system can overlap the user’s perspective by add-
ing 3D images of a virtual role-player into an interactive 

Fig. 1   Users stand in front of the immersive cave screen and interact 
with the avatars. Two Kinect camera modules are set up: one behind 
and one in front of the user. In the scene, there is a three-dimensional 
projection screen (including three projectors), a front-end lens (using 

one Kinect camera), a back-end lens (using another Kinect cam-
era), and three laptops, one of which is the main program operation 
machine. There is also a third camera to record the user’s activities 
with avatars

Table 1   Summarized demographic information of the participants

Participants Information

Age FIQ VIQ PIQ Diagnosis

Doran 7 72 73 69 ASD
Bob 8 95 96 97 ASD
Peter 8.2 94 95 92 ASD
Mean 7.7 87 88 86
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scenario. In addition, a third camera was used to record 
a panoramic view of the entire training session. This pro-
vided footage for subsequent video analysis and discussions 
between the children and the therapist (Fig. 1).

To conduct the experiment, two Kinect camera modules 
were set up: one behind and one in front of the user. In the 
scene, a three-dimensional projection screen (including 
three projectors) was set up, along with a front-end lens 
(using one Kinect camera), a back-end lens (using another 
Kinect camera), and three laptops, one of which was the 
main program operation machine. A third camera was also 
included to record the user’s interactions with avatars. The 
construction of the TPP-RPG training system was mainly 
divided into two categories: hardware and software. The 
hardware included a projection screen, projectors, two 
infrared detectors, and a recorder. The software included 
3D animation, image synthesis, and an interactive system 
(Fig. 1).

3.3 � Hardware

The projection system was mainly constructed from three 
white curtains and an aluminum extrusion model (Fig. 1). 
The primary purpose of the design employed here was to 
build an immersive environment with a square shape, hav-
ing a translucent projection screen on three sides, but none 
on the fourth side. The side where the projection was not 
installed provided space for the participant to stand. Three 
projectors were located behind the three screens: One 
Optoma short-throw projector was used on each side (model 
K300ST) and behind the back. Where the main screen was 
located, a NEC high-lumen projector was used. An infrared 
sensor was used primarily to detect the behavior of the par-
ticipants and to put the images of the participants into the 
environment. The instruments used were Microsoft Kinect® 
devices, designed for developers. The recorder was a digital 
camera.

3.4 � Software

Mainly designed for digital content production, the soft-
ware that was used for 3D animation in this study was 
iClone, the image synthesis software was Adobe Photo-
shop, and the interactive imaging system for AR and VR 
used the Unity program. A total of six emotional per-
formances were produced in 3D animation, with differ-
ent versions for boys and girls. In addition, three scenes 
were designed that were set in parks, living rooms, and 
classrooms. The scene production background used a 2D 
photograph, and the foreground was rendered using a por-
tion of the 3D object. Finally, we integrated the Unity sys-
tem with the Kinect v2 examples and used the MS-SDK 
and the Nuitrack SDK as a controller with the Kinect. 

Consequently, during the experiment, 6 emotions, 12 ver-
sions, and 3 scenes were arranged, and the C# program 
was used to develop random number arrangements and 
related animation controls.

3.5 � Operational scenario and facilities

In our experimental protocol, the following items were 
embedded inside the system: (a) 6 virtual 3D characters to 
stimulate interaction between system users and the virtual 
roles expressing different emotions, showing different facial 
expressions and using different body language; (b) the three 
previously described cameras; and (c) a three-sided alu-
minum support seat and a three-sided projection curtain. 
(The front side is the main character screen, and the left and 
right side screens are there to increase immersion.) TPP-
RPG system users stand in front of the projection curtain 
to watch the 3D animations of virtual roles. By overlap-
ping the front and side panels of the screen, the interactive 
relationship between the user and the virtual role is shown 
and allows the user to see the three different perspectives 
provided by the TPP-RPG system (Fig. 2).

3.6 � Measurement materials

3.6.1 � Social story tests (SSTs)

The scenario scripts (see “Appendix 1”) and related tests 
designed from multiple-baseline experiments were made 
by therapists, special education teachers, and parents of 
children with autism, incorporating the Social Stories™ 
concept proposed by the researcher Gray [25] for children 
with ASD. This approach is designed to teach children with 
ASD to learn social contexts and skills [23, 29, 37]. These 
SSTs were presented in the form of contextual questions and 
answers and social story scripts for each augmented greet-
ing behavior fragment were created, and each scenario was 
associated with a different event. There are 20 questions in 
the baseline phase, 20 in the intervention phase, and 20 in 
the maintenance phase, respectively, all with approximately 
equal difficulty (similar situation and same length). The con-
tent validity was confirmed by a panel of experts to deter-
mine how well the test items reflected the range of content 
being measured. After the test, the question answers and 
expression scores were confirmed by the special educational 
teacher and the judgment of an expert, and we recorded the 
answers to determine the correct response rate. In addition, 
we submitted questionnaires and interviews that related to 
the results of tests for expert assessment and parental review 
so as to ensure the social reliability of the tests and to vali-
date that the tests represented situations that were close to 
real life. In addition, we compared performance before and 
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after intervention using the paired-sample t test to determine 
whether a particular intervention method improved social 
greeting ability. SPSS 21.0 (SPSS Inc., Chicago, IL) was 
used for all statistical analyses.

3.7 � Role‑playing game evaluation

All participants role-played the greeting behavior after 
SST questions in each session. The therapist evaluated 

Actual Scenario Situation Viewing 
Perspective 

Picture Features and Viewing Situations 

Third-person (1) Seeing one’s own body language and 
facial expressions from the perspective of a 
virtual character (self-modeling from the 
interaction) 

Third-person (2) From the user’s perspective (behind) to 
determine how to socially interact 
in different situations 

First-person (3) Observing the physical movement and 
social situation of the virtual character 
from the screen 

Fig. 2   Three different perspectives
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their greeting behavior on a 5-point Likert scale: 5—
excellent, 4—good, 3—fair, 2—poor, and 1—very poor.

Role-playing games (RPG) are a technical training 
strategy designed to help kids on the autism spectrum 
build social skills and confidence. They are a great way 
for parents or teachers to engage with their children at 
home or school, and for professionals and experienced 
gamers to use as a group social skills tool. In research, 
role-playing games have shown that the social interaction 
required in these games may also develop social or emo-
tional regulation skills in ordinary life [42].

Our study of the greeting behavior of our subjects 
during role-play took place in three phases (Fig. 3): a 
baseline phase, an intervention phase, and a maintenance 
phase. During these phases, we focused on three aspects 
of participants’ greeting behavior: their motoric–physi-
cal skills, their social behaviors, and their social cogni-
tive skills. The motoric–physical skills included actions 
such as smiles, greetings, handshakes, and hugs. The 
social behaviors included self-introductions, questions 
and conversations, polite greetings, requests for assis-
tance, expressions of gratitude or praise to others, etc. 
The social cognitive skills included understanding social 
clues, obeying rules, empathy, perceptions of feeling, and 
problem-solving.

4 � Experimental conditions

The three children with ASD in our study group have 
congenital conditions that manifest differently for each 
of them. Therefore, we used a single-subject research 
method [37] to confirm the effectiveness of the interven-
tion on individual subjects, despite the fact that the three 
children were all ASD. To achieve our aim of training 
children with ASD to recognize facial expressions and 
body language during social interactions, and to help 
them respond with appropriate reciprocal behaviors, we 
created 3D virtual characters that corresponded to their 
family members, classmates, teachers, friends, etc. We 
also developed 20 basic and typical social scenarios that 
our users often find themselves in.

For this study, the parents of each participant signed 
an informed consent form that was provided by the Ethics 
Committee of Behavioral and Social Sciences Research, 
National Taiwan University. This form is used by rel-
evant academic research institutions across the country. 
Each participating student also signed a youth consent 
form. Each researcher who undertook experiments utiliz-
ing our system had previously been trained in research 
ethics for more than 6 h and had obtained a certificate 
to this effect.

4.1 � Baseline phase

In the baseline phrase, (a) the therapist talked about 
and illustrated the facial expressions of the six primary 
emotional expressions (anger, disgust, fear, happiness, 
sadness, and surprise) and their corresponding body 
language; (b) during the instruction, the therapist used 
slideshows that included the scripts and pictures of each 
scenario; (c) after the scenario slideshows, the therapist 
showed pictures of facial expressions with the six basic 
emotions [22] and body language for each. We followed 
the Facial Action Coding System (FACS) to define each 
emotional expression [20] and used input from experts 
to discuss the body language that corresponds to the six 
primary emotional expressions [22]; (d) after this section 
of the training was finished, the therapist asked the chil-
dren to mimic each facial expression and corresponding 
body language, recorded it on videotape, and used it as 
evidence of the TPP-RPG system’s effectiveness in sub-
sequent appraisals of results.

4.2 � Intervention phase

During the intervention phase (Fig. 4), the ASD children, 
using our TPP-RPG system, observed and learned about 
their own and others’ facial expressions and body language 
when interacting socially. We proceeded in seven steps: (a) 
before the greetings training began, the therapist taught the 
users how to interact with the TPP-RPG system itself. When 
the system started, the children’s images were mapped on the 
screen; (b) for each scenario; we provided a script and ques-
tions regarding facial expressions and body language. Three 
scenes were presented: a living room, a classroom, and a 
park along with 6 basic emotions and 12 3D characters. Two 
different 3D character animations were presented for each 
mood; (c) after the animations were presented, the subjects 
were asked to identify the emotional expressions which 
they had seen. They were given 6 possible multiple-choice 
answers representing the 6 basic emotions expressions to 
choose from; (d) correct answers generated a green circle 
and switched the user to our TPP mode; (e) the therapist 
then guided the users as they mimicked the facial expres-
sions and body language they had seen; (f) incorrect answers 
generated an error signal and images of faces with puzzled 
expressions; (g) when the test was completed, users were 
asked to repeat the expressions and body language that they 
had mimicked and to watch themselves while doing these 
tasks, and all users individually and separately role-played 
with the therapist. The settings on the system can switch 
between two perspectives, which can project the front and 
back of a participant’s body movements. The front allows 
children to see their facial expressions and compare their 
expressions with the expressions of the 3D characters on 
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the screen. From the back, the children could try to figure 
out the emotion what was being expressed through the body 
language that they could observe.

4.3 � Maintenance phase

Between the intervention and maintenance phases, there was 
a 6-week hiatus to reduce recall interference. This time delay 

Fig. 3   Training process for the 
TPP-RPG system
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Fig. 4   Operating the TPP-RPG 
system
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allowed us to compare the children’s’ responses when they 
were tested again with their responses in the baseline phase 
to see whether they had maintained the skills that they had 
learned from the intervention phase.

5 � Data collection and test reliability 
and validity

Data collection was done using the same methods and stand-
ards as required of all scientific experiments. The researcher 
who examined the procedural reliability of this study was 
the same certified occupational therapist who conducted all 
the tests. We followed related experimental methods used 
in other studies to train and test the children’s ability to 
identify correct greeting behaviors [17]. The test procedure 
was designed to follow standard operating procedures for a 
therapist to ensure consistency in the processes and related 
controls (3D animation content, time, test questions, gesture 
completion, facial expressions, case criteria, and test envi-
ronment). The same TPP-RPG strategy and context design 
were used to control the consistency of each story event to 
ensure that there were no unclear or emotionally confusing 
parts.

6 � Results

The purpose of this study was to find out whether our RPG 
system with its TPP framework helps autistic children to 
observe their own and other people’s emotions, expressions, 
and body movements. All outcomes were measured in two 
steps. The first step focused on the user’s ability to respond 
appropriately to a set of six basic emotions by accurately 
identifying these expressions and the body movements 
associated with them. The second step was to translate 
these responses into performance statistics that enabled us 
to evaluate the data and provided us with feedback regard-
ing all scores and body movements. The response assess-
ment was read only after the video recording procedure had 
been completed. From the resulting table of scores for each 
aspect being evaluated, we averaged the results to get more 

reliable and stable measures. The system utilized a set of 
pretests taken by ordinary/normal students of the same age 
(7–9 years old) as our autistic patients to determine whether 
the system’s calibration was sound and to make sure our 
system was appropriate for the age and abilities of our sub-
jects. In addition, expressions and body movements were 
recorded and presented to the therapist for reference to see 
whether the behavior of the child with autism appeared to 
have improved as a result of using the system.

6.1 � Learning effects of the TPP‑RPG training system

In each session of the experiment, 20 SSTs were given 
in three phases, and the scores of correct responses were 
recorded. Each training session had 20 SSTs. For each cor-
rect answer, participants received 2 points, for a total of 40 
points. An occupational therapist and several researchers 
checked the answers and tested for normative answers. After 
the children had completed each test in each phase, we used 
questionnaires and interviews for expert assessment, and 
parental review related to the results of the tests to ensure 
their social reliability and that the tests were consistently 
measuring actual performance. In order to ensure that the 
results of the tests were reliable, experts in ASD and parents 
were asked to review the results of interviews and question-
naires and assess whether the tests accurately measured the 
children’s behavior during the test when compared to their 
behavior in the real world.

Our system utilized a multiple-baseline design across 
single subjects [38]. The baseline phase consisted of four 
sessions for Doran, six for Bob, and four for Peter. The inter-
vention phase consisted of 10 sessions for each child. The 
maintenance phase involved six sessions for Doran, four for 
Bob, and six for Peter. According to the single-case research 
method, the three children were required to perform 20 SSTs 
in each session.

At the beginning of the experiment, all three children 
started with low scores (mean score 11–23) during the 
baseline phase (Table 2). All participants’ scores rose and 
continue to steadily improve (mean score 22–24) during 
the intervention phase. In the maintenance phase, two sub-
jects (Bob and Peter) maintained scores higher than those at 

Table 2   Correct response scores 
and percentage for participants

In each training session there are 20 SSTs. If participants answer back one correct answer, they can get the 
2 points, for a total of 40 points

Participants Performances of correct response scores and percentage

Baseline Intervention Maintenance

Doran 11 27.5% 22 55.0% 11 27.5%
Bob 23 57.5% 24 60.0% 34 85.0%
Peter 13 32.5% 24 60.0% 30 75.0%
Mean 15.7 39.2% 23.3 58.3% 25.0 62.5%
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their baselines (mean score 11–34). We found Doran’s score 
decreased in the maintenance phase because his learning sta-
tus was less stable than the others. (The therapist indicated 
that when Doran was subjected to the traditional training 
strategy during the maintenance phase, he felt bored and was 
not willing to participate, so his scores were low.) During 
the intervention phase, however, his scores almost doubled, 
rising from 11 to 22, which was similar to the other two 
participants.

Overall, the data outcomes indicate that the mean cor-
rect assessment rates for the learning curve had improved 
after training and that in the maintenance phase the subjects 
retained most of the social expression and social skills that 
they had learned in the intervention phase.

6.2 � Overall role‑play performance

The training effect was independently evaluated by a thera-
pist, who used a 5-point Likert scale (Table 3). The means 
of the scores for each phase were recorded, and it could be 
seen that all three children started with low scores (mean 
range 1.35–1.43) during the baseline phase. The independ-
ent therapist reported that all three scores rose significantly 
(p < 0.05) and dramatically (they more than doubled; mean 
range 3.76–3.96) during the intervention phase, and they 
remained significantly higher in the maintenance phase than 
in the subjects’ baseline assessment (mean range 3.47–3.93).

7 � Discussion

7.1 � Feedback from the children, therapist, 
and parents

During the experiment, we found that the children were curi-
ous and excited about their own images being shown on 
the projection wall, especially when they found that their 
actions could affect the virtual characters in the TPP-RPG 
training system. This type of interaction capability made 
them more interested in social reciprocity. They would 
often start exploring their social interactions with others on 
their own and ask the therapist “Am I doing this right?.” 
Because they could freely switch to see a perspective on 

their behavior from the viewpoints of different people, they 
could repeat actions and explore them from different angles, 
which prompted them to think about the nature and impor-
tance of these socially reciprocal actions. This capability 
also increased the opportunities for them to practice and 
understand and helped them try to figure out the dynamics 
of basic social actions. Our TPP-RPG training system also 
appeared to help these ASD children empathize with oth-
ers, understand body language better, and become observ-
ers of the behavior of other people with whom they were 
interacting.

After the intervention, the children continuously watched 
the 3D animations and focused on the virtual roles being 
presented to them. They mimicked the actions of the virtual 
characters. Although the children were unable to always 
mimic the exact facial expressions and body language that 
they observed during the first intervention, they tried to. The 
therapists and parents said that when they were faced with 
social encounters in their regular lives the children always 
shied away from interacting, or else they started looking for 
someone familiar to lean on. When the children were in a 
hyperactive state, they sometimes ignored or even run away 
from a classmate, neighbor, or stranger who waved hello. 
After some initial interventions using our system, the chil-
dren began to look at facial expressions and body language 
and to ask their therapists what these meant. They then 
began to mimic them. The TPP-RPG system made learning 
interesting, fun, and productive for the children and helped 
them focus on greeting behaviors. We also found that their 
role-play skills were better after the interventions.

7.2 � Benefits of using the TPP‑RPG training system

In the present study, RPG, expressions of whole-body 
non-colloquial socialization, and body movements were 
all combined to train children with ASD. Using our TPP-
RPG system, children with ASD could interact with virtual 
characters, and by overlapping their own characters and 
virtual roles from a TPP-enabled third-person perspective, 
they were also able to see their own facial expressions and 
body language in addition to that of the other characters. 
This capability allowed the users to think about the relation-
ships between their own characters and those of others. The 
advantages of a TPP-RPG system lie in its integration of 
interaction and immersion, which cannot occur when par-
ticipants in role-play are only looking at 2D pictures.

Additionally, we found that when our TPP-RPG system 
is used to train children with ASD to see, understand, and 
mimic facial expressions and body language it is measur-
ably efficacious. Previous RPG training strategies primarily 
asked users to interact with the therapist or their teacher, but 
in such a straightforward context there is no way for users 
to watch the interaction between themselves and those with 

Table 3   Role-play performance for participants

Participants Performances of role-play skills

Baseline Intervention Maintenance

Doran 1.35 3.76 3.47
Bob 1.43 3.96 3.65
Peter 1.30 3.86 3.93
Mean 1.36 3.86 3.68
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whom they are interacting. For children with ASD to see 
their own facial expressions and body language in 3D at the 
same time as they can observe the behavior of corresponding 
virtual characters is materially helpful. Indeed, it increases 
their motivation to learn and generates empathy.

7.3 � Limitations and future work

Our investigation has at least four limitations. One is that 
a CAVE-like immersive 3D virtual reality environment is 
required, and therefore, a large-scale screen for projection 
must be erected, together with an aluminum frame and three 
cameras, which makes it difficult to set up and carry out in 
schools and to use with children with ASD. Even so, based 
on the speed with which current technology is evolving, 
smaller, less expensive, and more powerful projectors will 
become available, and the quality of the pictures they pro-
ject can increasingly be improved. It is also conceivable that 
lighter and stronger materials will become available, making 
the transportation of the apparatus much easier.

Another limitation in our study is that the use of over-
lapping pictures of autistic children interacting with virtual 
characters presented from the third-person perspective can 
lead to confusion about what perspectives are involved. A 
side recording device is needed to assist autistic children by 
providing a history for them to watch after the training, to 
clear up any confusion involving sound–image variations 
from the real-time presentation.

A third limitation is that during systemic training, body 
movements can be better identified than facial expressions. 
However, both are equally important, but in this training 
case, our participants rarely had opportunities to focus on 
the facial parts due to our training system design. Almost by 
its fundamental nature, our perceptual system favors obser-
vations of spatial body interaction as opposed to the much 
more subtle aspects of facial expression. More discriminat-
ing training methods and materials are needed that can better 
focus on the highly nuanced aspects of what facial expres-
sions may be appropriate in any given social situation. In 
future studies, it would be valuable to introduce new design 
elements that help subjects focus equally on facial expres-
sion. In this way, subjects could give equal weight to their 
observations of full body language and of facial expressions 
when attempting to identify the emotions that are being 
communicated.

Finally, our assessments are addressed at determining 
the improvement of a patient’s overall status. However, it 
remains important to focus in much greater detail on the 
many differences between individuals, including the influ-
ence of gender, age, initial IQ scores, and social behavior. 

Such future work could include case studies of individual 
emotions and their impact on how children respond to our 
training system. This would provide significantly more sub-
tle and detailed data for analysis.

8 � Conclusion

The study presented in this paper used a TPP-RPG strategy 
to develop an immersive and interactive training system 
aimed at teaching children with ASD how to observe, under-
stand, and appropriately react to the facial expressions and 
body language of their interlocutors. The proposed system 
allows its users to observe their own and other characters’ 
facial expressions and body language. This is the first study 
regarding the use of a CAVE-like immersive 3D virtual real-
ity environment to provide ASD children with a third-person 
perspective. Overall, we found that the TPP-RPG approach 
developed was measurably and significantly effective in 
achieving the aims specified. The CAVE-like immersive 
environment provides a very good training method and is 
more efficient than the graphics card recognition system 
which is generally used. In addition, compared with com-
plex VM systems, the technology and materials used now 
are easier to obtain and the learning efficiency which they 
support is also better.

In particular, the system led to observable and moder-
ate changes in the ability of the three children involved to 
recognize and understand the facial expressions and body 
language of the real and virtual interlocutors with which 
they were involved in the study. It also made learning how 
to understand social situations, social cues, and social behav-
ior interesting and enjoyable and was clearly more effective 
compared to traditional methods. Our intervention system 
was also productive in helping the children to maintain their 
focus and therefore better recognize affective expressions, 
and to generally promote their social skills. Using our sys-
tem triggered their incentive to learn and encouraged them 
to observe nonverbal social and emotional signals and to 
improve their role-play skills. In future studies, experiments 
might want to use our TPP-RPG system and include non-
ASD participants of all ages together with ASD participants 
to spur research in this area. In addition, training materials 
for ASD individuals need to be more complete and more 
reflective of real life, and we suggest that our system moves 
us forward in this regard. Finally, we hope that our findings 
will provide guidance to new research projects on how to 
create visual media that can increase the ability of adoles-
cents and others with ASD to recognize nonverbal social 
reciprocity cues in a wide variety of interpersonal situations.
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Appendix 1

Parts of the social scripts used in the experiments

Scenes Related 
character

Social scripts Related 
character 
feelings

Respond 
to each 
other’s 
social 
actions

1 Park Friends Joe borrowed a toy 
car from Tom. Joe 
accidentally broke 
a wheel while 
playing with the 
car. Tom saw it and 
said: “Hum! You 
broke my toy car. 
I don’t want to be 
nice to you! “

Anger Apologize 
(bow)

2 Park Friends When Tina was play-
ing in the park, she 
met her new friend 
Allen. Allen said to 
Tina: “Hi, we will 
play together in the 
future, we will be 
good friends.”

Happi-
ness

Hold 
hands

3 Living 
room

Mother Peter was at home 
because his mother 
had gone shopping. 
She was gone a 
long time and he 
had to spend a long 
time waiting for 
her. “Why didn’t 
my mother come 
back yet? Why is 
she so late?”

Fear Ask hugs

4 Living 
room

Mother Today, my mother 
cooked John’s 
favorite food for 
dinner. John said 
at dinner: “Awe-
some, I am getting 
my favorite—
half-boiled eggs 
tonight!”

Happi-
ness

Ask hugs

Scenes Related 
character

Social scripts Related 
character 
feelings

Respond 
to each 
other’s 
social 
actions

5 Park Friends On the way home, 
when Lion was 
going through an 
alley, he saw his 
good friend Ali 
suddenly appears. 
“Wow! Why are 
you hiding here? 
You scared me!” 
he exclaimed.

Surprise Express 
surprise 
(action)

6 Living 
room

Mother When Lina came 
home from 
practicing riding 
a bicycle, her 
mother saw her 
palm was injured. 
Her mother asked 
what happened to 
Lina and she said: 
“I accidentally fell 
and it hurts!”

Sadness Ask hugs

7 Class 
room

Friends Gino and Archie are 
good friends and 
both like anima-
tions. At school, 
Gino said to 
Archie: “Did you 
watch that anima-
tion yesterday? 
Super funny!”

Happi-
ness

High five

8 Class 
room

Friends Bob borrowed a pen-
cil with Joanna, but 
Bob lost the pencil. 
Joanna complained 
to the teacher: 
“Teacher, he lost 
my pencil!”

Disgust Raise 
hand

9 Park Friends Danny was lost in 
a hide-and-seek 
game with friends 
and said: “Where 
am I? I have acci-
dentally run into a 
strange place”

Fear Ask for 
help

10 Class 
room

Classmate Bill made an 
appointment with 
his classmates to 
play after class, 
but when he was 
about to go out 
he saw that it was 
raining: “Oh! Why 
is it raining ~ Now 
I can’t go out to 
play!”

Sadness Talk to 
class-
mate 
(action)
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