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1 BARG Steps

The statistics report for “Safety and efficacy of vibrotactile feedback for adults with transtibial amputation:
A randomized controlled cross-over trial.” follows the steps of the recently published Bayesian analysis
reporting guidelines (BARG) [1]. The device used for the investigation was the Suralis (made by Saphenus
Medical Technology GmbH in Vienna, Austria), a vibrotactile ground-contact feedback system shown in
Figure 1.

Figure 1: The Suralis® system, developed by Saphenus Medical Technology GmbH in Vienna, Austria, is
designed to measure ground-contact pressure using force-sensitive resistors (FSRs) located in four areas
of a sock. The data collected by the sensor module transmits to a control module, which connects to
four vibration motors.

1.0 Preamble

1.0.A Why Bayesian

Small sample sizes are a common challenge in studies that include specific populations, such as persons
with unilateral transtibial amputation in non-belligerent countries. A small sample is likely to be non-
normally distributed and to contain outliers even if randomly drawn from a normal distribution. Bayesian
generalized linear mixed models can model non-normal data by simulating the underlying distribution
through Markov chain Monte Carlo simulations and consider fixed (e.g., an intervention) and random
effects (e.g., individuality). Bayesian methods do not rely on asymptotics, require careful selection of the
prior information contained, are better suited for analyzing small sample sizes [2], and explain outcomes
with intuitive probabilities. It allows the interpretation of robust, credible intervals of effect sizes against
regions of practical equivalence (ROPE). Thus, Bayesian analysis provides intuitive tools for accepting or



rejecting the null hypothesis while quantifying uncertainties.

1.0.B Goals of the analysis

I analyzed the data of this randomized controlled AB|BA cross-over (Figure 2) pilot study with regard to
three goals:

• On the global level: Estimate the effect size (Hedge’s g) for sequence, intervention, and period
to quantify the effectiveness of focal vibration feedback and the study design, while controlling for
the repeated measures design with random intercepts for each participant in interaction with each
test outcome measure.

• On the test level: Estimate the effect size (Hedge’s g) for each test and intervention level to
quantify the sensitivity of the tests for assessing effects of focal vibration feedback, while controlling
for random slopes of sequence and period with random intercepts for each person per test.

• On the individual level: Estimate the effect size (Hedge’s g) for each ID and intervention level
to differentiate between responders and non-responders, while controlling for random slopes of
sequence and period with random intercepts for each person per test. The follow-up receiver-
operator characteristic analysis will assess the ability of baseline tests to differentiate between
responders and non-responders and will provide related threshold regions.
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Figure 2: Randomized controlled cross-over design with sequences vibration → control (CV) and control
→ vibration (CV). In the two 60 day periods measurements were taken before vibration (M0), after
vibration (M1), before control (M2), and after control (M3). * denotes the number of enrolled participants
before two dropped out in the VC sequence and three in the CV sequence. We analyzed the remaining n
= 13 participants at all periods. The participants did wear the device during M1 tests. Created with
BioRender.com under paid subscription.

1.1 Explain the model

Each model estimates the dependent variable by considering fixed effects, random slopes, and random
intercepts shown in Table 1 and Figures 3, 4, 5 show the models’ structure, factors, and available data.
Each effect was assessed by subtracting the test scores obtained after a period from the test scores



Table 1: Parameters of the Bayesian generalized linear mixed models. Graphical model illustrations are
shown in Figures 3, 4, 5.

fixed effects random slopes random
model intercept 1 2 3 1 2 intercept

global* 0 intervention sequence period 1 - ID : test
test 0 test : intervention - - period sequence ID : test
individual 0 ID : intervention - - period sequence ID : test

*Three global model submodels with differently ordered fixed effects gave the posterior distributions for
all levels of all fixed effects, while not affecting any result. The operator : denotes an interaction between
operands.

intervention_dim (1)
ID:test__factor_dim (91)

sequence_dim (2) period_dim (1)

442

sequence
~

Normal

scaled_value
~

Normal

intervention
~

Normal

period
~

Normal

scaled_value_sigma
~

HalfStudentT

1|ID:test_sigma
~

HalfNormal

1|ID:test
~

Deterministic

1|ID:test_offset
~

Normal

Figure 3: Structure, factors, and available data of the global model:
scaled_score ∼ 0 + sequence + intervention + period + (1|ID : test)
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Figure 4: Structure, factors, and available data of the test-level model:
scaled_score ∼ 0 + test : intervention + (period + sequence|ID : test)

obtained before a period. While Figures 6, 7, 9, 10, 11 show the average over three tries per session, 8
and 12 were assessed only once per session. However, all tries were kept (not averaged) for the analysis.
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Figure 5: Structure, factors, and available data of the ID-level model:
scaled_score ∼ 0 + ID : intervention + (period + sequence|ID : test)
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Figure 6: Illustration of the four square step test score changes. Marker colors encode participants.
left: distribution, boxplot, individual scores averaged over tries: before vibration (M0) vs. after vibration
(M1) and before control (M2) vs. after control (M3). A solid line indicates increase and a dashed line
equal or decrease; right: distribution, boxplot, and individual within-period changes averaged over tries.
Central black dots mark participants in the VC sequence (vibration fist, then control).

1.1.A Data Variables

The distributions of the outcome measure period changes mostly follow normal distributions except for
outliers which can be handled by generalized linear mixed models (cf. right side Figures 6 to 12).
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Figure 7: Illustration of the timed up and go test score changes. Marker colors encode participants.
left: distribution, boxplot, individual scores averaged over tries: before vibration (M0) vs. after vibration
(M1) and before control (M2) vs. after control (M3). A solid line indicates increase and a dashed line
equal or decrease; right: distribution, boxplot, and individual within-period changes averaged over tries.
Central black dots mark participants in the VC sequence (vibration fist, then control).
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Figure 8: Illustration of the two minutes walk test score changes. Marker colors encode participants.
left: distribution, boxplot, individual scores: before vibration (M0) vs. after vibration (M1) and before
control (M2) vs. after control (M3). A solid line indicates increase and a dashed line equal or decrease;
right: distribution, boxplot, and individual within-period changes. Central black dots mark participants in
the VC sequence (vibration fist, then control).
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Figure 9: Illustration of the affected leg stance time changes measured using GAITRite. Marker colors
encode participants. left: distribution, boxplot, individual scores averaged over tries: before vibration
(M0) vs. after vibration (M1) and before control (M2) vs. after control (M3). A solid line indicates
increase and a dashed line equal or decrease; right: distribution, boxplot, and individual within-period
changes averaged over tries. Central black dots mark participants in the VC sequence (vibration fist,
then control).
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Figure 10: Illustration of the unaffected leg step length changes measured using GAITRite. Marker
colors encode participants. left: distribution, boxplot, individual scores averaged over tries: before vibration
(M0) vs. after vibration (M1) and before control (M2) vs. after control (M3). A solid line indicates
increase and a dashed line equal or decrease; right: distribution, boxplot, and individual within-period
changes averaged over tries. Central black dots mark participants in the VC sequence (vibration fist,
then control).
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Figure 11: Illustration of the gait speed changes measured using GAITRite. Marker colors encode
participants. left: distribution, boxplot, individual scores averaged over tries: before vibration (M0) vs.
after vibration (M1) and before control (M2) vs. after control (M3). A solid line indicates increase and a
dashed line equal or decrease; right: distribution, boxplot, and individual within-period changes averaged
over tries. Central black dots mark participants in the VC sequence (vibration fist, then control).
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Figure 12: Illustration of the health-related visual analog scale score changes. Marker colors encode
participants. left: distribution, boxplot, individual scores: before vibration (M0) vs. after vibration (M1)
and before control (M2) vs. after control (M3). A solid line indicates increase and a dashed line equal
or decrease; right: distribution, boxplot, and individual within-period changes. Central black dots mark
participants in the VC sequence (vibration fist, then control).



1.1.B Likelihood function and parameters

The likelihood function was the Bambi default Gaussian family with identity link [3].

The dependent variable is the scaled test score change (∆scaledscore) during vibration (M1−M0)
and control (M3−M2) (Figure 2). Because the test score changes have different magnitudes, they were
scaled. The scaling divided the already mostly zero-centered outcome measure changes by the within-test
standard deviation (SD). A score change was multiplied by −1 if a positive outcome would be reflected
in a negative change such as a faster time, i.e., for the four-square step test (FSST) and timed up and go
test (TUG):

∆scaledscore =

{
scores

SDscores
· (−1), if a positive outcome would be reflected in a negative change,

scores
SDscores

, otherwise , and was
(1)

further scaled for numerical reasons to lie between zero and one by dividing each scaled score by the
largest global absolute score, where

∆scaledscore =
∆scaledscore

max{abs{min{∆scaledscores},max{∆scaledscores}}}
. (2)

The independent variables were intervention with levels V (vibration) and C (control), sequence of
enrollment with levels representing vibration first then control (VC) and control first then vibration (CV)
evaluating the carryover effect [4], period with levels 1 and 2 encoding the timely order, test with seven
levels for the tests (FSST, TUG, two minutes walk test, affected leg stance time, unaffected leg step
length, gait speed, health related visual analog score (VAS)), and ID with 13 levels for each participant
(Figure 2). Because of unsolved numerical challenges tries were not used in the random effects structure.

1.1.C Prior distribution

The default normal distribution priors of the BAyesian Model-Building Interface (BAMBI) were automati-
cally centered around zero, and their width exceeded the scaling of Equation 2. Thus, the priors did not
introduce any information.

• The global model (Figure 3) used default wide weakly informative normal distribution priors with
mean µ = 0 indicating no change and sigma σ = 1.04 for intervention,period, and sequence
allowing for changes within the whole range of the scaled scores. The group-level used a normal
distribution prior with µ = 0 and σ = HalfNormal (σ = 1.18). The auxiliary parameter prior was
HalfStudentT (ν = 4, σ = 0.21).

• The test-level model (Figure 4) used default wide weakly informative normal distribution priors with
mean µ = 0 and sigma σ ∈ [1.83, 3.07] for each of the eight interactions for test : intervention.
The group levels used normal distribution priors with µ = 0 and σ = HalfNormal (σ ∈ [0.75, 1.04]).
The auxiliary parameter prior was HalfStudentT (ν = 4, σ = 0.21).

• The ID-level model (Figure 5) used default wide weakly informative normal distribution priors with
mean µ = 0 and sigma σ = 2.7 for each of the eight interactions for ID : intervention. The group
levels used normal distribution priors with µ = 0 and σ = HalfNormal (σ ∈ [0.74, 1.04]). The
auxiliary parameter prior was HalfStudentT (ν = 4, σ = 0.21).

1.1.D Formal specification

The technical report of Capretto et al. 2022 includes the formal definition of the used default Bambi
priors [3]. The package documentation and code are available on https://bambinos.github.io/bambi/.

1.1.E Prior and posterior predictive check

• Figure 13 shows the prior (left column) and posterior (right column) predictive checks for the
global model for intervention, period, and sequence demonstrating that the prior and posterior
distributions were consistent with the observed data.

https://bambinos.github.io/bambi/


• Figures 14 and 15 show the prior (left column) and posterior (right column) predictive checks for
the test-level model for for all 7 levels of test for and intervention levels demonstrating that the
prior and posterior distributions were consistent with the observed data.

• Figures 16, 17,18, and 19 show the prior (left column) and posterior (right column) predictive
checks for the test-level model for for all 13 levels of ID for and intervention levels demonstrating
that the prior and posterior distributions were consistent with the observed data.



Figure 13: Prior (left) and posterior (right) predictive checks for all levels of intervention,period, and
sequence as empirical cumulative distribution functions. V ... vibration intervention, C ... intervention
control, 1 ... first period in time, 2 .. second period in time.



Figure 14: Prior (left) and posterior (right) predictive checks for all levels of test for and intervention
levels as empirical cumulative distribution functions. V ... vibration intervention, C ... control intervention
(continued in Figure 15).



Figure 15: Continued Figures 14. Prior (left) and posterior (right) predictive checks for all levels of test
for and intervention levels as empirical cumulative distribution functions. V ... vibration intervention, C
... control intervention.



Figure 16: Prior (left) and posterior (right) predictive checks for all levels of id for and intervention
levels as empirical cumulative distribution functions. V ... vibration intervention, C ... control intervention
(continued in Figure 17).



Figure 17: Prior (left) and posterior (right) predictive checks for all levels of id for and intervention
levels as empirical cumulative distribution functions. V ... vibration intervention, C ... control intervention
(continued in Figure 18).



Figure 18: Continued Figures 16. Prior (left) and posterior (right) predictive checks for all levels of ID
for and intervention levels as empirical cumulative distribution functions. V ... vibration intervention, C
... control intervention (continued in Figure 19).



Figure 19: Continued Figures 16. Prior (left) and posterior (right) predictive checks for all levels of ID
for and intervention levels as empirical cumulative distribution functions. V ... vibration intervention, C
... control intervention.



1.2 Report details of the computation

1.2.A Software

I used Python (3.11.0) with bambi (0.9.1), arviz (0.13.0), pymc (4.3.0), pandas (1.5.1), numpy (1.23.4),
formulae (0.3.4), and scipy (1.9.3) for the analysis. The fitting of the Bambi models used 2100 tune draws
and 4000 draws for the global model, 11 850 tune draws and 20 000 draws for the test-level model, and
6000 tune draws and 10 000 draws on eight chains with random seed 1234. The parameter target_accept
was set to 0.98 for all models.

1.2.B MCMC chain convergence

The Markov chain Monte Carlo (MCMC) effective sample size and convergence statistics for the global,
test-level, and ID-level models are shown in Table 2 and Figures 20 and 21. The effective sample size
should exceed 10 000 samples to ensure reasonably accurate and stable estimates [5, p. 184], and each
MCMC chain’s r̂ convergence diagnostic should be less than 1.05 [6].

Table 2: Effective sample size (ESS) and Markov chain Monte Carlo convergence (r̂).

ESS r̂
model mean sd min max mean sd min max

global 59 239 8 735 10 144 75 809 1 0 1 1
tests 124 465 19 427 39 003 146 662 1 0 1 1
IDs 95 650 14 523 19 002 132 367 1 0 1 1

ESS rounded to integers and r̂ to three decimals.

1.2.C MCMC chain resolution

Figure 20 shows the Markov chain Monte Carlo chain resolution (effective samples) and convergence
statistic r̂ together with the ∆scaledscore differences between periods.

1.3 Describe the posterior distribution

1.3.A Posterior predictive check

See Section 1.1.E and the right column of Figures 13 to 19.

1.3.B Summarize posterior of variables

Figure 21 shows then mean, interquartile range, and mean of all estimated posterior variables together
with their effective sample size and MCMC convergence statistic.

Table 3 shows the results of the global fixed effects and test-level multiple comparisons based on the
95% highest density intervall (HDI) and Bayes factor (BF). Table 4 shows the results of the global fixed
effects and test-level multiple comparisons based on the 95% highest density intervall (HDI) and Bayes
factor (BF).
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Figure 20: Mean (µ), interquartile range (IQR), and 95% highest density interval (HDI) of ∆scaledscore
differences between period 1 and 2, sequence CV and VC, and intervention C (control) and V (vibration).
The top panel (blue) represents the global model, middle (orange) the test-level model, and bottom
(green) the ID-level model. Markov chain Monte Carlo convergence statistic ... r̂, affected leg ... AL,
timed up and go test ... TUG, unaffected leg ... UL, visual analog scale ... VAS, four square step test ...
FSST
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Figure 21: Mean (µ), interquartile range (IQR), and 95% highest density interval (HDI) of ∆scaledscore
estimates for period 1 and 2, sequence CV and VC, and intervention C (control) and V (vibration). The
top panel (blue) represents the global model, middle (orange) the test-level model, and bottom (green)
the ID-level model. Markov chain Monte Carlo convergence statistic ... r̂, affected leg ... AL, timed up
and go test ... TUG, unaffected leg ... UL, visual analog scale ... VAS, four square step test ... FSST



Table 3: Effect size (Hedges’ g) and Bayes factor testing if the post− pre difference within a global outcome or a clinical test is different between the cross-over
sequences CV and VC, between the time periods 1 and 2, and between interventions vibration (V) and control (C) under H1. Sequence encodes the global carry-over
effect, period the time order effect, and intervention the vibration effect. The probability that the effect is greater than 0.2 can be interpreted similarly to statistical
power. Bayesian multiple comparisons do (usually) not require adjustments [7].

sequence
VC∆-CV∆

period
2∆-1∆

intervention
V∆-C∆

TUG
V∆-C∆

walk 2 min
V∆-C∆

health VAS
V∆-C∆

FSST
V∆-C∆

stance time
AL V∆-C∆

step length
UL V∆-C∆

gait speed
V∆-C∆

BF01 0.19 0.0 0.04 0.63 0.51 0.12 0.02 0.6 0.34 0.82
p (posteriors equal) [%] 16.26 0.11 3.4 38.48 33.64 10.89 1.96 37.47 25.45 45.08
p (large negative effect) [%] 0.0 0.0 0.0 0.0 0.03 0.0 0.0 0.0 0.02 0.0
p (medium negative effect) [%] 0.0 8.91 0.0 0.0 0.34 0.05 0.0 0.08 1.47 0.14
p (small negative effect) [%] 21.44 87.39 0.0 0.09 2.4 0.49 0.0 3.41 18.23 4.5
p (negative effect < small) [%] 21.45 96.3 0.0 0.09 2.77 0.55 0.0 3.49 19.72 4.64
effect size in ROPE [%] 38.66 0.28 2.69 3.13 7.88 2.64 0.03 22.51 34.12 25.21
effect size lower HDI 0.95% -0.31 -0.56 0.09 0.06 -0.22 0.03 0.44 -0.24 -0.44 -0.26
effect size mean -0.12 -0.37 0.28 0.52 0.55 0.8 0.89 0.21 -0.01 0.18
effect size upper HDI 0.95% 0.06 -0.18 0.46 0.96 1.31 1.57 1.34 0.66 0.45 0.63
p (positive effect > small) [%] 0.03 0.0 80.94 91.6 81.06 93.6 99.87 52.08 17.94 46.56
p (small positive effect) [%] 0.03 0.0 79.82 38.89 26.44 16.08 4.21 41.98 16.63 38.66
p (medium positive effect) [%] 0.0 0.0 1.11 42.14 28.78 28.02 30.0 9.63 1.3 7.59
p (large positive effect) [%] 0.0 0.0 0.0 10.57 25.85 49.51 65.65 0.46 0.01 0.31
p (posteriors differ) [%] 83.74 99.89 96.6 61.52 66.36 89.11 98.04 62.53 74.55 54.92
BF10 5.15 941.97 28.38 1.6 1.97 8.19 50.0 1.67 2.93 1.22
prior p (reject difference) [%] 1.01 0.01 0.19 3.19 2.6 0.64 0.11 3.06 1.77 4.14
prior p (accept difference) [%] 78.67 1.98 40.1 92.24 90.59 69.89 27.54 91.93 86.64 93.97
model global global global tests tests tests tests tests tests tests

̸=moderate ̸=strong

−S

̸=strong ̸=moderate ̸=strong

+L

TUG timed up & go test, VAS visual analog scale, FSST four square step test, and ∆ indicates a difference of either post− pre vibration, or control test times where period 1 was earlier in time than
period 2.
Bayes factor (BF) from uninformed prior odds = 1 reflecting posterior distribution equality under H0: BF ∈ [1, 3) weak, BF ∈ [3, 10) moderate, BF ∈ [10, inf) strong. BF10 reflects evidence for H1,
while BF01 reflects evidence for H0.
Posterior probability p of effect size Hedge’s g in defined regions: (g ∈ (± inf,±0.8] large (L), g ∈ (±0.8,±0.5] medium (M), (g ∈ ±0.5,±0.2] small (S), g ∈ [−0.1, 0.1] region of practical
equivalence (ROPE)) and the lower, mean, and upper 95% highest density interval (HDI).
Symbols encode BF evidence for equal posterior distributions with = and different posterior distributions with ̸=, and effect size ROPE+HDI testing with + for a discernible positive effect (the lower
HDI bound is above the upper ROPE limit) and with − for a discernible negative effect (the upper HDI bound is below the lower ROPE limit).



Table 4: Effect size (Hedges’ g) and Bayes factor testing if the post− pre difference within a participant is different between the interventions vibration (V) and control
(C) under H1. The probability that the effect is greater than 0.2 can be interpreted similarly to statistical power. Bayesian multiple comparisons do (usually) not require
adjustments [7].

ID 7
V∆-C∆

ID 16
V∆-C∆

ID 13
V∆-C∆

ID 10
V∆-C∆

ID 12
V∆-C∆

ID 5
V∆-C∆

ID 3
V∆-C∆

ID 8
V∆-C∆

ID 17
V∆-C∆

ID 1
V∆-C∆

ID 6
V∆-C∆

ID 14
V∆-C∆

ID 4
V∆-C∆

BF01 0.03 0.03 0.34 0.97 0.65 0.81 0.15 0.43 0.12 0.02 0.02 0.0 0.0
p ( posteriors equal ) [%] 2.96 2.72 25.2 49.12 39.46 44.66 13.01 30.3 10.85 2.09 2.03 0.13 0.0
p ( large negative effect ) [%] 89.69 74.61 48.69 0.95 0.51 0.52 0.0 0.0 0.0 0.0 0.0 0.0 0.0
p ( medium negative effect ) [%] 8.57 19.31 31.13 6.01 4.19 3.55 0.05 0.01 0.01 0.0 0.0 0.0 0.0
p ( small negative effect ) [%] 1.59 5.26 15.75 20.54 17.37 15.5 0.62 0.28 0.14 0.0 0.0 0.0 0.0
p ( negative effect < small ) [%] 99.85 99.18 95.57 27.5 22.06 19.58 0.67 0.29 0.15 0.0 0.0 0.0 0.0
effect size in ROPE [%] 0.06 0.34 1.83 23.23 22.77 22.01 3.91 2.08 1.53 0.08 0.04 0.01 0.0
effect size lower HDI 0.95% -1.9 -1.71 -1.46 -0.64 -0.6 -0.56 -0.03 0.08 0.15 0.52 0.6 0.85 1.1
effect size mean -1.24 -1.03 -0.79 0.0 0.06 0.1 0.65 0.76 0.81 1.2 1.28 1.53 1.79
effect size upper HDI 0.95% -0.54 -0.36 -0.11 0.7 0.72 0.77 1.32 1.43 1.5 1.87 1.95 2.22 2.48
p ( positive effect > small ) [%] 0.0 0.01 0.2 27.94 34.48 38.23 90.43 94.82 96.25 99.8 99.91 99.99 100.0
p ( small positive effect ) [%] 0.0 0.01 0.19 20.53 24.54 26.4 23.81 17.06 14.37 1.9 1.14 0.16 0.01
p ( medium positive effect ) [%] 0.0 0.0 0.01 6.4 8.53 9.9 33.96 32.04 30.2 10.1 7.11 1.78 0.2
p ( large positive effect ) [%] 0.0 0.0 0.0 1.02 1.41 1.94 32.66 45.71 51.68 87.8 91.66 98.05 99.78
p ( posteriors differ ) [%] 97.04 97.28 74.8 50.88 60.54 55.34 86.99 69.7 89.15 97.91 97.97 99.87 100.0
BF10 32.78 35.77 2.97 1.04 1.53 1.24 6.69 2.3 8.21 46.88 48.25 745.19 1.4708565679265579e+51
prior p (reject difference) [%] 0.16 0.15 1.74 4.84 3.32 4.07 0.78 2.24 0.64 0.11 0.11 0.01 0.0
prior p (accept difference) [%] 36.69 34.69 86.49 94.83 92.53 93.88 73.97 89.2 69.82 28.84 28.25 2.49 0.0
model IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs

̸=strong

−L

̸=strong

−L −M

≠moderate ≠moderate

+L

̸=strong

+L

̸=strong

+L

̸=strong

+L

̸=strong

+L

∆ indicates a difference of between control and vibration.
Bayes factor (BF) from uninformed prior odds = 1 reflecting posterior distribution equality under H0: BF ∈ [1, 3) weak, BF ∈ [3, 10) moderate, BF ∈ [10, inf) strong. BF10 reflects evidence for H1,
while BF01 reflects evidence for H0.
Posterior probability p of effect size Hedge’s g in defined regions: (g ∈ (± inf,±0.8] large (L), g ∈ (±0.8,±0.5] medium (M), (g ∈ ±0.5,±0.2] small (S), g ∈ [−0.1, 0.1] region of practical
equivalence (ROPE)) and the lower, mean, and upper 95% highest density interval (HDI).
Symbols encode BF evidence for equal posterior distributions with = and different posterior distributions with ̸=, and effect size ROPE+HDI testing with + for a discernible positive effect (the lower
HDI bound is above the upper ROPE limit) and with − for a discernible negative effect (the upper HDI bound is below the lower ROPE limit).



1.3.C BF and posterior model probabilities

Tables 3 and 4 list several probabilities of the posterior distributions together with Bayes factors (BF) and
prior probabilities. Figures 22 to 25 show the posterior distributions and several prior probabilities for
rejecting and accepting distribution differences in detail.
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Figure 22: Left: Posterior distributions of the levels of sequence, period, and intervention (∆scaledscore);
Middle: Hedges’ g effect size and probabilities of the difference between levels; Right: Required prior
probability to accept (posterior probability >0.95) or reject (posterior probability <0.05) the belief that
the distributions of the two levels are different.
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Figure 23: Left: Posterior distributions of the levels of test (∆scaledscore); Middle: Hedges’ g effect size
and probabilities of the difference between levels; Right: Required prior probability to accept (posterior
probability >0.95) or reject (posterior probability <0.05) the belief that the distributions of the two levels
are different.
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Figure 24: Left: Posterior distributions of the levels of ID (∆scaledscore); Middle: Hedges’ g effect size
and probabilities of the difference between levels; Right: Required prior probability to accept (posterior
probability >0.95) or reject (posterior probability <0.05) the belief that the distributions of the two levels
are different. Continued in Figure 25.
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Figure 25: Left: Posterior distributions of the levels of ID (∆scaledscore); Middle: Hedges’ g effect size
and probabilities of the difference between levels; Right: Required prior probability to accept (posterior
probability >0.95) or reject (posterior probability <0.05) the belief that the distributions of the two levels
are different. Continued from Figure 24



1.4 Report decisions (if any) and their criteria

1.4.A Why decisions?

We decide the effectiveness of the study design and the focal vibration feedback intervention concerning
effect size and Bayes factor.

1.4.B Loss function

Not applicable.

1.4.C ROPE limits

ROPE limits were set to Hedge’s g effect size ∈ [−0.1, 0.1], which represents an effect size magnitude of
0.2 which is the accepted threshold for small effects [1].

1.4.D BF, decision threshold and model probabilities

Tables 3 and 4 and Figures 22 to 25 provide the detailed description of the posterior and all derived
decision thresholds.

A discernible effect is acknowledged if

• the 95% HDI of global, test-level, and effect sizes remains outside the ROPE ∈ [−0.1, 0.1] or falls
completely inside [8], and

• if the Bayes factor ≥ 3 indicates similarity or difference of the compared levels at a prior probability
< 0.55 [1].

• Binary categorization of responders and non-responders at the ID-level model was based on the
probability such that the individual global effect > 0.2 (15 000 random samples from the ID-level
posterior distribution were used to estimate the ability of tests and the related thresholds to predict
the classes at M0 via receiver-operator characteristics and true skill statistic (Youden-index)) [9, 10].

Based on those decision rules, we are 95% sure that our decisions were informed by distributions that
were different (or equal) and that the effect was extreme enough such that the majority of the probability
mass lay above a small effect (or within the ROPE). An additional consideration is given when more than
80% of the probability mass of the effect size lies above 0.2, which may be interpreted as a measure of
statistical power, usually accepted if greater than 0.8.

To check the custom implementation of multiple comparisons and effect size calculation, I compared
the results of the global model (Table 1, Figure 3) with established R packages for frequentist GLMMs
using the same data and model formula. Table 5 shows the effect sizes and p-values calculated in R
(version 4.2.2, lmerTest v3.1-3 ::lmer, performance v0.10.1, emmeans v1.8.2, set.seed(1234)). These
results are similar to the implementations of the Bayesian GLMM and would lead to the same conclusions
(Table 3, Figure 22). The test-level and ID-level models did not converge using lmerTest::lmer.

Table 5: Effect sizes from estimates marginal means for the difference between vibration period effect and
control period effect calculated with R package lmerTest::lmer v3.1-3.

95% CI

effect size SE df lower upper p-value

sequence (VC∆-CV∆) -0.163 0.182 90.4 -0.525 0.199 0.3744
period (2∆-1∆) -0.352 0.0964 356 -0.542 -0.163 0.0003
intervention (V∆-C∆) 0.258 0.0961 356 0.0695 0.447 0.0073

CI ... confidence interval, SE ... standard error, df ... degrees of freedom. Table 3
describes further abbreviations and classifications.



1.4.E Estimated values too

Tables 3 and 4 and Figures 22 to 25 show all estimted values. Tests against null calculated the effect size
of the difference between the selected posterior distribution and its resampled zero-centered twin with the
same width sigma (Table 6, Figure 26).
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Figure 26: Mean (µ), interquartile range (IQR), and 95% highest density interval (HDI) of testing against
resampled zero-centered, same-sigma distributions. The top panel (blue) represents the global model,
bottom (orange) the test-level model. Markov chain Monte Carlo convergence statistic ... r̂, first period
... 1, second period ... 2, vibration intervention ... V, control intervention ... C, four square step test ...
FSST.



Table 6: Effect size (Hedges’ g) of the difference between the posterior distribution and a zero distribution which is a randomly resampled zero-centered twin with
the same sigma. Periods 1 and 2 encode the timely order, C the control effect and V the vibration effect. The probability that the effect is greater than 0.2 can be
interpreted similarly to statistical power. Bayesian multiple comparisons do (usually) not require adjustments [7].

global C 1∆
-Null∆

global V 1∆
-Null∆

global C 2∆
-Null∆

global V 2∆
-Null∆

FSST C 1∆
-Null∆

FSST V 1∆
-Null∆

FSST C 2∆
-Null∆

FSST V 2∆
-Null∆

p (large negative effect) [%] 0.0 0.0 0.0 0.0 0.0 0.0 0.03 0.0
p (medium negative effect) [%] 0.0 0.0 0.02 0.0 0.0 0.0 1.38 0.0
p (small negative effect) [%] 0.0 0.0 32.36 0.0 0.01 0.0 15.42 0.0
p (negative effect < small) [%] 0.0 0.0 32.39 0.0 0.01 0.0 16.84 0.0
effect size in ROPE [%] 1.97 0.02 28.33 11.51 0.44 0.0 31.67 0.06
effect size lower HDI 0.95% 0.11 0.26 -0.35 0.02 0.26 1.06 -0.45 0.42
effect size mean 0.32 0.45 -0.15 0.23 0.77 1.54 0.03 0.94
effect size upper HDI 0.95% 0.53 0.65 0.04 0.43 1.28 2.02 0.51 1.46
p (positive effect > small) [%] 86.95 99.47 0.02 59.82 98.58 100.0 24.65 99.72
p (small positive effect) [%] 82.3 67.97 0.02 59.36 13.82 0.0 21.8 4.5
p (medium positive effect) [%] 4.65 31.47 0.0 0.47 39.8 0.12 2.75 25.19
p (large positive effect) [%] 0.0 0.02 0.0 0.0 44.96 99.88 0.1 70.03
model global global global global tests tests tests tests

+S +S +M +L +L

FSST four square step test, ∆ indicates a difference, posterior probability p of effect size Hedge’s g in defined regions: (g ∈ (± inf,±0.8] large (L), g ∈ (±0.8,±0.5]
medium (M), (g ∈ ±0.5,±0.2] small (S), g ∈ [−0.1, 0.1] region of practical equivalence (ROPE)) and the lower, mean, and upper 95% highest density interval (HDI).
Symbols encode effect size ROPE+HDI testing with + for a discernible positive effect (the lower HDI bound is above the upper ROPE limit) and with − for a discernible
negative effect (the upper HDI bound is below the lower ROPE limit).



1.5 Report sensitivity analysis

1.5.C For default priors

Figure 27 compares the parametrized prior distributions used with the default settings and the custom-
prior-scenarios using neutral (centered around zero) normal, Student’s T, and Cauchy priors. Figures 28
and 29 compare the effect sizes derived from the different priors and show that there is no discernible
difference between them. Comparing Tables 3 and 4 to Tables 7 to 12 shows that despite differences in
posterior distributions that the final decisions would not change. Please note that the Student’s T and
Cauchy priors induced problems in the estimation of the posterior (low estimated sample size and MCMC
convergence problems). While the Student’s T prior had problems with precision (very wide posterior)
and caused complete Bayes factor insensitivity, the ROPE+HDI testing was still robust and led to similar
compared to the default prior.

4 2 0 2 4

norm  = 0,  = 1.04
half-normal  = 1.18
half-studentT  = 4,  = 0.21
norm  = 0,  = 1.83
norm  = 0,  = 3.07
half-normal  = 0.75
half-normal  = 1.04
norm  = 0,  = 2.7
norm  = 0,  = 1
half-normal  = 1
studentT  = 10,  = 0,  = 1
half-studentT  = 10,  = 1
cauchy  = 0,  = 2
half-cauchy  = 2

Figure 27: Plot of all parametrized prior distributions: Black ... default, other colors ... custom priors
(see legend).
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Figure 28: Global and test-level effect sizes for vibration (V) - control (C) comparison for different priors
(see Figure 27). Markov chain Monte Carlo convergence statistic ... r̂, affected leg ... AL, timed up and
go test ... TUG, unaffected leg ... UL, visual analog scale ... VAS, four square step test ... FSST



Table 7: Custom prior: normal distribution (µ = 0, σ = 1) Effect size (Hedges’ g) and Bayes factor testing if the post− pre difference within a global outcome or a
clinical test is different between the cross-over sequences CV and VC, between the time periods 1 and 2, and between interventions vibration (V) and control (C) under
H1. Sequence encodes the global carry-over effect, period the time order effect, and intervention the vibration effect. The probability that the effect is greater than 0.2
can be interpreted similarly to statistical power. Bayesian multiple comparisons do (usually) not require adjustments [7].

sequence
VC∆-CV∆

period
2∆-1∆

intervention
V∆-C∆

TUG
V∆-C∆

walk 2 min
V∆-C∆

health VAS
V∆-C∆

FSST
V∆-C∆

stance time
AL V∆-C∆

step length
UL V∆-C∆

gait speed
V∆-C∆

BF01 0.31 0.0 0.06 0.72 0.66 0.2 0.02 0.76 0.33 0.75
p (posteriors equal) [%] 23.6 0.4 5.3 41.8 39.9 16.3 1.9 43.1 24.6 43.0
p (large negative effect) [%] 0.0 0.0 0.0 0.0 0.03 0.0 0.0 0.0 0.02 0.0
p (medium negative effect) [%] 0.0 8.73 0.0 0.0 0.35 0.05 0.0 0.09 1.42 0.14
p (small negative effect) [%] 21.33 87.57 0.0 0.08 2.54 0.51 0.0 3.49 18.2 4.62
p (negative effect < small) [%] 21.33 96.3 0.0 0.08 2.92 0.56 0.0 3.58 19.64 4.77
effect size in ROPE [%] 38.87 0.28 2.85 3.02 7.81 2.7 0.03 22.72 34.15 25.47
effect size lower HDI 0.95% -0.31 -0.56 0.09 0.07 -0.23 0.03 0.44 -0.23 -0.46 -0.27
effect size mean -0.12 -0.37 0.28 0.51 0.55 0.8 0.89 0.21 -0.01 0.18
effect size upper HDI 0.95% 0.06 -0.19 0.47 0.96 1.32 1.56 1.34 0.66 0.43 0.62
p (positive effect > small) [%] 0.03 0.0 80.79 91.72 81.05 93.52 99.87 51.87 17.99 46.47
p (small positive effect) [%] 0.03 0.0 79.7 39.6 26.43 16.1 4.27 41.71 16.74 38.64
p (medium positive effect) [%] 0.0 0.0 1.09 41.66 28.58 27.99 30.14 9.68 1.23 7.56
p (large positive effect) [%] 0.0 0.0 0.0 10.46 26.03 49.43 65.46 0.49 0.02 0.27
p (posteriors differ) [%] 76.4 99.6 94.7 58.2 60.1 83.7 98.1 56.9 75.4 57.0
BF10 3.24 232.62 17.91 1.39 1.51 5.14 51.73 1.32 3.06 1.33
prior p (reject difference) [%] 1.6 0.02 0.29 3.65 3.38 1.01 0.1 3.83 1.69 3.82
prior p (accept difference) [%] 85.41 7.55 51.48 93.18 92.66 78.7 26.86 93.5 86.14 93.47
model global global global tests tests tests tests tests tests tests

̸=moderate ̸=strong

−S

̸=strong ̸=moderate ̸=strong

+L

̸=moderate

TUG timed up & go test, VAS visual analog scale, FSST four square step test, and ∆ indicates a difference of either post− pre vibration or control test times where period 1 was earlier in time than
period 2, or left− right in stance time difference and step length difference.
Bayes factor (BF) from uninformed prior odds = 1 reflecting posterior distribution equality under H0: BF ∈ [1, 3) weak, BF ∈ [3, 10) moderate, BF ∈ [10, inf) strong. BF10 reflects evidence for H1,
while BF01 reflects evidence for H0.
Posterior probability p of effect size Hedge’s g in defined regions: (g ∈ (± inf,±0.8] large (L), g ∈ (±0.8,±0.5] medium (M), (g ∈ ±0.5,±0.2] small (S), g ∈ [−0.1, 0.1] region of practical
equivalence (ROPE)) and the lower, mean, and upper 95% highest density interval (HDI).
Symbols encode BF evidence for equal posterior distributions with = and different posterior distributions with ̸=, and effect size ROPE+HDI testing with + for a discernible positive effect (the lower
HDI bound is above the upper ROPE limit) and with − for a discernible negative effect (the upper HDI bound is below the lower ROPE limit).



Table 8: Custom prior: StudentT distribution (µ = 0, ν = 10) Effect size (Hedges’ g) and Bayes factor testing if the post− pre difference within a global outcome
or a clinical test is different between the cross-over sequences CV and VC, between the time periods 1 and 2, and between interventions vibration (V) and control (C)
under H1. Sequence encodes the global carry-over effect, period the time order effect, and intervention the vibration effect. The probability that the effect is greater than
0.2 can be interpreted similarly to statistical power. Bayesian multiple comparisons do (usually) not require adjustments [7].

sequence
VC∆-CV∆

period
2∆-1∆

intervention
V∆-C∆

TUG
V∆-C∆

walk 2 min
V∆-C∆

health VAS
V∆-C∆

FSST
V∆-C∆

stance time
AL V∆-C∆

step length
UL V∆-C∆

gait speed
V∆-C∆

BF01 0.94 0.84 0.91 0.98 0.98 0.94 0.9 1.0 1.0 1.0
p (posteriors equal) [%] 48.4 45.7 47.6 49.4 49.4 48.4 47.4 50.0 49.9 49.9
p (large negative effect) [%] 0.0 0.0 0.0 0.0 0.03 0.0 0.0 0.0 0.02 0.0
p (medium negative effect) [%] 0.0 8.52 0.0 0.0 0.31 0.04 0.0 0.07 1.42 0.12
p (small negative effect) [%] 21.12 87.57 0.0 0.06 2.15 0.41 0.0 3.15 18.23 4.18
p (negative effect < small) [%] 21.12 96.08 0.0 0.06 2.49 0.46 0.0 3.21 19.67 4.3
effect size in ROPE [%] 38.52 0.22 2.88 2.52 7.17 2.26 0.02 22.0 34.33 24.55
effect size lower HDI 0.95% -0.31 -0.55 0.1 0.09 -0.2 0.05 0.48 -0.22 -0.46 -0.25
effect size mean -0.12 -0.37 0.28 0.54 0.57 0.83 0.93 0.22 -0.01 0.19
effect size upper HDI 0.95% 0.06 -0.18 0.48 0.98 1.34 1.6 1.38 0.66 0.43 0.64
p (positive effect > small) [%] 0.03 0.0 80.94 93.01 82.76 94.53 99.93 53.5 17.83 47.87
p (small positive effect) [%] 0.03 0.0 79.59 36.89 25.8 14.66 2.98 42.73 16.61 39.5
p (medium positive effect) [%] 0.0 0.0 1.35 43.86 29.25 26.95 25.32 10.26 1.21 8.02
p (large positive effect) [%] 0.0 0.0 0.0 12.25 27.71 52.92 71.62 0.51 0.01 0.35
p (posteriors differ) [%] 51.6 54.3 52.4 50.6 50.6 51.6 52.6 50.0 50.1 50.1
BF10 1.06 1.19 1.1 1.02 1.02 1.07 1.11 1.0 1.0 1.0
prior p (reject difference) [%] 4.71 4.24 4.56 4.89 4.88 4.7 4.53 5.0 4.98 4.98
prior p (accept difference) [%] 94.69 94.12 94.52 94.89 94.88 94.68 94.49 95.0 94.98 94.98
model global global global tests tests tests tests tests tests tests

−S +L

TUG timed up & go test, VAS visual analog scale, FSST four square step test, and ∆ indicates a difference of either post− pre vibration or control test times where period 1 was earlier in time than
period 2, or left− right in stance time difference and step length difference.
Bayes factor (BF) from uninformed prior odds = 1 reflecting posterior distribution equality under H0: BF ∈ [1, 3) weak, BF ∈ [3, 10) moderate, BF ∈ [10, inf) strong. BF10 reflects evidence for H1,
while BF01 reflects evidence for H0.
Posterior probability p of effect size Hedge’s g in defined regions: (g ∈ (± inf,±0.8] large (L), g ∈ (±0.8,±0.5] medium (M), (g ∈ ±0.5,±0.2] small (S), g ∈ [−0.1, 0.1] region of practical
equivalence (ROPE)) and the lower, mean, and upper 95% highest density interval (HDI).
Symbols encode BF evidence for equal posterior distributions with = and different posterior distributions with ̸=, and effect size ROPE+HDI testing with + for a discernible positive effect (the lower
HDI bound is above the upper ROPE limit) and with − for a discernible negative effect (the upper HDI bound is below the lower ROPE limit).



Table 9: Custom prior: Cauchy distribution (α = 0, β = 2) Effect size (Hedges’ g) and Bayes factor testing if the post− pre difference within a global outcome or a
clinical test is different between the cross-over sequences CV and VC, between the time periods 1 and 2, and between interventions vibration (V) and control (C) under
H1. Sequence encodes the global carry-over effect, period the time order effect, and intervention the vibration effect. The probability that the effect is greater than 0.2
can be interpreted similarly to statistical power. Bayesian multiple comparisons do (usually) not require adjustments [7].

sequence
VC∆-CV∆

period
2∆-1∆

intervention
V∆-C∆

TUG
V∆-C∆

walk 2 min
V∆-C∆

health VAS
V∆-C∆

FSST
V∆-C∆

stance time
AL V∆-C∆

step length
UL V∆-C∆

gait speed
V∆-C∆

BF01 0.31 0.0 0.06 0.05 0.72 0.17 0.0 0.05 0.0 0.94
p (posteriors equal) [%] 23.5 0.4 5.3 4.5 42.0 14.7 0.0 4.5 0.0 48.5
p (large negative effect) [%] 0.0 0.0 0.0 0.0 0.04 0.0 0.0 0.0 0.02 0.0
p (medium negative effect) [%] 0.0 8.74 0.0 0.0 0.41 0.08 0.0 0.09 1.22 0.12
p (small negative effect) [%] 21.38 87.52 0.0 0.14 2.69 0.75 0.0 3.53 15.72 4.5
p (negative effect < small) [%] 21.38 96.27 0.0 0.14 3.14 0.83 0.0 3.62 16.96 4.61
effect size in ROPE [%] 38.69 0.26 2.67 3.92 7.77 3.23 0.11 33.6 29.86 23.04
effect size lower HDI 0.95% -0.31 -0.56 0.09 0.05 -0.23 -0.01 0.37 -0.24 -0.44 -0.25
effect size mean -0.12 -0.37 0.28 0.5 0.49 0.81 0.8 0.16 0.01 0.2
effect size upper HDI 0.95% 0.06 -0.19 0.47 0.92 1.26 1.51 1.28 0.62 0.42 0.61
p (positive effect > small) [%] 0.02 0.0 80.79 89.98 81.02 92.33 99.59 43.15 15.95 51.23
p (small positive effect) [%] 0.02 0.0 79.66 37.07 36.72 16.46 7.15 35.32 14.82 45.04
p (medium positive effect) [%] 0.0 0.0 1.13 45.85 24.5 25.06 44.46 7.49 1.11 5.98
p (large positive effect) [%] 0.0 0.0 0.0 7.05 19.8 50.82 47.98 0.34 0.02 0.21
p (posteriors differ) [%] 76.5 99.6 94.7 95.5 58.0 85.3 100.0 95.5 100.0 51.5
BF10 3.26 225.9 18.04 21.04 1.38 5.81 227459.77 21.17 5303.54 1.06
prior p (reject difference) [%] 1.59 0.02 0.29 0.25 3.66 0.9 nan 0.25 0.54 4.72
prior p (accept difference) [%] 85.34 7.76 51.3 47.45 93.21 76.59 44.72 47.3 0.36 94.71
model global global global tests tests tests tests tests tests tests

̸=moderate ̸=strong

−S

̸=strong ̸=strong ̸=moderate ̸=strong

+L

̸=strong ̸=strong

TUG timed up & go test, VAS visual analog scale, FSST four square step test, and ∆ indicates a difference of either post− pre vibration or control test times where period 1 was earlier in time than
period 2, or left− right in stance time difference and step length difference.
Bayes factor (BF) from uninformed prior odds = 1 reflecting posterior distribution equality under H0: BF ∈ [1, 3) weak, BF ∈ [3, 10) moderate, BF ∈ [10, inf) strong. BF10 reflects evidence for H1,
while BF01 reflects evidence for H0.
Posterior probability p of effect size Hedge’s g in defined regions: (g ∈ (± inf,±0.8] large (L), g ∈ (±0.8,±0.5] medium (M), (g ∈ ±0.5,±0.2] small (S), g ∈ [−0.1, 0.1] region of practical
equivalence (ROPE)) and the lower, mean, and upper 95% highest density interval (HDI).
Symbols encode BF evidence for equal posterior distributions with = and different posterior distributions with ̸=, and effect size ROPE+HDI testing with + for a discernible positive effect (the lower
HDI bound is above the upper ROPE limit) and with − for a discernible negative effect (the upper HDI bound is below the lower ROPE limit).
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Figure 29: ID-level effect sizes for vibration (V) - control (C) comparison for different priors (see Figure
27). Markov chain Monte Carlo convergence statistic ... r̂, affected leg ... AL, timed up and go test ...
TUG, unaffected leg ... UL, visual analog scale ... VAS, four square step test ... FSST



Table 10: Custom prior: normal distribution (µ = 0, σ = 1) Effect size (Hedges’ g) and Bayes factor testing if the post− pre difference within a participant is
different between the interventions vibration (V) and control (C) under H1. The probability that the effect is greater than 0.2 can be interpreted similarly to statistical
power. Bayesian multiple comparisons do (usually) not require adjustments [7].

ID 7
V∆-C∆

ID 16
V∆-C∆

ID 13
V∆-C∆

ID 10
V∆-C∆

ID 12
V∆-C∆

ID 5
V∆-C∆

ID 3
V∆-C∆

ID 8
V∆-C∆

ID 17
V∆-C∆

ID 1
V∆-C∆

ID 6
V∆-C∆

ID 14
V∆-C∆

ID 4
V∆-C∆

BF01 0.03 0.06 0.33 0.99 1.0 0.96 0.21 0.47 0.12 0.02 0.02 0.0 0.0
p ( posteriors equal ) [%] 2.8 5.6 25.0 49.8 50.0 49.0 17.1 31.9 10.7 2.0 1.5 0.1 0.0
p ( large negative effect ) [%] 89.66 74.07 48.8 0.93 0.64 0.44 0.0 0.0 0.0 0.0 0.0 0.0 0.0
p ( medium negative effect ) [%] 8.7 19.58 30.96 6.17 4.42 3.82 0.05 0.01 0.01 0.0 0.0 0.0 0.0
p ( small negative effect ) [%] 1.5 5.58 15.83 20.67 17.16 15.64 0.62 0.26 0.16 0.0 0.0 0.0 0.0
p ( negative effect < small ) [%] 99.86 99.23 95.58 27.78 22.22 19.9 0.68 0.27 0.17 0.0 0.0 0.0 0.0
effect size in ROPE [%] 0.05 0.29 1.81 22.92 22.78 22.33 4.22 2.12 1.55 0.08 0.03 0.0 0.0
effect size lower HDI 0.95% -1.92 -1.71 -1.46 -0.65 -0.62 -0.59 -0.03 0.08 0.12 0.51 0.6 0.84 1.1
effect size mean -1.24 -1.02 -0.79 0.0 0.06 0.09 0.64 0.76 0.81 1.2 1.28 1.53 1.79
effect size upper HDI 0.95% -0.56 -0.36 -0.11 0.68 0.73 0.76 1.31 1.43 1.48 1.87 1.95 2.22 2.48
p ( positive effect > small ) [%] 0.0 0.02 0.24 28.2 34.32 37.38 90.02 94.89 96.11 99.79 99.9 99.99 100.0
p ( small positive effect ) [%] 0.0 0.02 0.23 20.95 24.24 25.84 24.14 17.18 14.52 2.02 1.14 0.14 0.01
p ( medium positive effect ) [%] 0.0 0.0 0.01 6.28 8.52 9.62 33.56 31.87 30.36 10.25 7.18 1.69 0.26
p ( large positive effect ) [%] 0.0 0.0 0.0 0.97 1.57 1.92 32.33 45.84 51.24 87.52 91.58 98.16 99.73
p ( posteriors differ ) [%] 97.2 94.4 75.0 50.2 50.0 51.0 82.9 68.1 89.3 98.0 98.5 99.9 100.0
BF10 34.27 16.9 3.0 1.01 1.0 1.04 4.83 2.13 8.33 48.48 63.73 1575.05 6506.1
prior p (reject difference) [%] 0.15 0.31 1.73 4.97 4.99 4.81 1.08 2.41 0.63 0.11 0.08 0.05 0.81
prior p (accept difference) [%] 35.67 52.92 86.37 94.97 94.99 94.8 79.73 89.9 69.52 28.16 22.97 1.19 0.29
model IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs

̸=strong

−L

̸=strong

−L −M

≠moderate ≠moderate

+L

̸=strong

+L

̸=strong

+L

̸=strong

+L

̸=strong

+L

∆ indicates a difference of between control and vibration.
Bayes factor (BF) from uninformed prior odds = 1 reflecting posterior distribution equality under H0: BF ∈ [1, 3) weak, BF ∈ [3, 10) moderate, BF ∈ [10, inf) strong. BF10 reflects evidence for H1,
while BF01 reflects evidence for H0.
Posterior probability p of effect size Hedge’s g in defined regions: (g ∈ (± inf,±0.8] large (L), g ∈ (±0.8,±0.5] medium (M), (g ∈ ±0.5,±0.2] small (S), g ∈ [−0.1, 0.1] region of practical
equivalence (ROPE)) and the lower, mean, and upper 95% highest density interval (HDI).
Symbols encode BF evidence for equal posterior distributions with = and different posterior distributions with ̸=, and effect size ROPE+HDI testing with + for a discernible positive effect (the lower
HDI bound is above the upper ROPE limit) and with − for a discernible negative effect (the upper HDI bound is below the lower ROPE limit).



Table 11: Custom prior: StudentT distribution (µ = 0, ν = 10) Effect size (Hedges’ g) and Bayes factor testing if the post− pre difference within a participant is
different between the interventions vibration (V) and control (C) under H1. The probability that the effect is greater than 0.2 can be interpreted similarly to statistical
power. Bayesian multiple comparisons do (usually) not require adjustments [7].

ID 7
V∆-C∆

ID 16
V∆-C∆

ID 13
V∆-C∆

ID 10
V∆-C∆

ID 12
V∆-C∆

ID 5
V∆-C∆

ID 3
V∆-C∆

ID 8
V∆-C∆

ID 17
V∆-C∆

ID 1
V∆-C∆

ID 6
V∆-C∆

ID 14
V∆-C∆

ID 4
V∆-C∆

BF01 0.89 0.89 0.96 1.0 1.0 1.0 0.92 0.99 0.94 0.92 0.92 0.75 0.79
p ( posteriors equal ) [%] 47.2 47.1 49.1 50.0 50.0 50.0 47.9 49.9 48.4 47.9 47.9 42.9 44.1
p ( large negative effect ) [%] 91.93 77.72 52.55 0.96 0.58 0.39 0.0 0.0 0.0 0.0 0.0 0.0 0.0
p ( medium negative effect ) [%] 6.94 17.21 29.58 6.37 4.36 3.49 0.03 0.01 0.0 0.0 0.0 0.0 0.0
p ( small negative effect ) [%] 1.06 4.51 14.13 20.6 17.36 15.17 0.55 0.21 0.13 0.0 0.0 0.0 0.0
p ( negative effect < small ) [%] 99.93 99.44 96.26 27.94 22.31 19.05 0.59 0.22 0.13 0.0 0.0 0.0 0.0
effect size in ROPE [%] 0.02 0.18 1.59 22.78 22.22 22.19 3.58 1.54 1.19 0.04 0.02 0.0 0.0
effect size lower HDI 0.95% -1.98 -1.73 -1.5 -0.68 -0.61 -0.55 -0.02 0.14 0.18 0.59 0.65 0.92 1.18
effect size mean -1.29 -1.06 -0.82 0.0 0.06 0.1 0.67 0.79 0.85 1.25 1.33 1.6 1.87
effect size upper HDI 0.95% -0.61 -0.38 -0.15 0.67 0.74 0.78 1.33 1.46 1.52 1.96 2.0 2.29 2.57
p ( positive effect > small ) [%] 0.0 0.01 0.17 28.23 34.76 37.99 91.41 95.97 97.06 99.9 99.96 99.99 100.0
p ( small positive effect ) [%] 0.0 0.01 0.17 20.7 24.64 26.45 22.03 15.07 12.72 1.35 0.7 0.1 0.0
p ( medium positive effect ) [%] 0.0 0.0 0.01 6.45 8.47 9.67 33.84 31.55 29.11 8.44 5.55 1.08 0.13
p ( large positive effect ) [%] 0.0 0.0 0.0 1.08 1.66 1.86 35.55 49.35 55.24 90.11 93.71 98.81 99.86
p ( posteriors differ ) [%] 52.8 52.9 50.9 50.0 50.0 50.0 52.1 50.1 51.6 52.1 52.1 57.1 55.9
BF10 1.12 1.12 1.04 1.0 1.0 1.0 1.09 1.01 1.06 1.09 1.09 1.33 1.27
prior p (reject difference) [%] 4.49 4.47 4.83 5.0 5.0 5.0 4.62 4.97 4.71 4.62 4.62 3.8 3.99
prior p (accept difference) [%] 94.43 94.41 94.83 95.0 95.0 95.0 94.59 94.97 94.69 94.59 94.59 93.45 93.75
model IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs

−L −L −L +M +L +L +L +L +L

∆ indicates a difference of between control and vibration.
Bayes factor (BF) from uninformed prior odds = 1 reflecting posterior distribution equality under H0: BF ∈ [1, 3) weak, BF ∈ [3, 10) moderate, BF ∈ [10, inf) strong. BF10 reflects evidence for H1,
while BF01 reflects evidence for H0.
Posterior probability p of effect size Hedge’s g in defined regions: (g ∈ (± inf,±0.8] large (L), g ∈ (±0.8,±0.5] medium (M), (g ∈ ±0.5,±0.2] small (S), g ∈ [−0.1, 0.1] region of practical
equivalence (ROPE)) and the lower, mean, and upper 95% highest density interval (HDI).
Symbols encode BF evidence for equal posterior distributions with = and different posterior distributions with ̸=, and effect size ROPE+HDI testing with + for a discernible positive effect (the lower
HDI bound is above the upper ROPE limit) and with − for a discernible negative effect (the upper HDI bound is below the lower ROPE limit).



Table 12: Custom prior: Cauchy distribution (α = 0, β = 2) Effect size (Hedges’ g) and Bayes factor testing if the post− pre difference within a participant is
different between the interventions vibration (V) and control (C) under H1. The probability that the effect is greater than 0.2 can be interpreted similarly to statistical
power. Bayesian multiple comparisons do (usually) not require adjustments [7].

ID 7
V∆-C∆

ID 16
V∆-C∆

ID 13
V∆-C∆

ID 10
V∆-C∆

ID 12
V∆-C∆

ID 5
V∆-C∆

ID 3
V∆-C∆

ID 8
V∆-C∆

ID 17
V∆-C∆

ID 1
V∆-C∆

ID 6
V∆-C∆

ID 14
V∆-C∆

ID 4
V∆-C∆

BF01 1.0 0.01 0.01 1.0 0.99 1.0 0.32 1.0 0.01 0.0 0.0 0.0 0.0
p ( posteriors equal ) [%] 49.9 1.2 0.8 50.0 49.7 49.9 24.0 49.9 0.7 0.0 0.0 0.0 0.0
p ( large negative effect ) [%] 86.67 69.9 44.79 0.97 0.57 0.45 0.0 0.0 0.0 0.0 0.0 0.0 0.0
p ( medium negative effect ) [%] 10.89 21.64 32.27 6.07 4.44 3.86 0.04 0.02 0.01 0.0 0.0 0.0 0.0
p ( small negative effect ) [%] 2.25 7.16 17.68 20.6 17.37 15.59 0.75 0.34 0.19 0.01 0.0 0.0 0.0
p ( negative effect < small ) [%] 99.81 98.7 94.73 27.64 22.37 19.9 0.8 0.36 0.21 0.01 0.0 0.0 0.0
effect size in ROPE [%] 0.07 0.54 2.28 23.05 22.34 22.22 4.74 2.74 1.88 0.11 0.07 0.01 0.0
effect size lower HDI 0.95% -1.86 -1.67 -1.45 -0.66 -0.6 -0.58 -0.08 0.05 0.1 0.46 0.54 0.76 1.04
effect size mean -1.19 -0.98 -0.76 0.0 0.06 0.09 0.62 0.73 0.78 1.15 1.22 1.47 1.73
effect size upper HDI 0.95% -0.51 -0.3 -0.09 0.68 0.74 0.77 1.27 1.41 1.45 1.83 1.91 2.12 2.43
p ( positive effect > small ) [%] 0.0 0.03 0.25 28.28 34.11 37.15 88.89 93.65 95.34 99.73 99.83 99.99 100.0
p ( small positive effect ) [%] 0.0 0.03 0.24 20.96 24.1 25.5 25.24 19.05 16.26 2.77 1.68 0.29 0.02
p ( medium positive effect ) [%] 0.0 0.0 0.01 6.33 8.46 9.76 33.65 32.38 31.36 12.52 9.3 2.51 0.42
p ( large positive effect ) [%] 0.0 0.0 0.0 0.99 1.56 1.89 30.0 42.23 47.73 84.45 88.85 97.19 99.55
p ( posteriors differ ) [%] 50.1 98.8 99.2 50.0 50.3 50.1 76.0 50.1 99.3 100.0 100.0 100.0 100.0
BF10 1.0 80.39 118.76 1.0 1.01 1.0 3.16 1.0 141.39 42321.63 1275227.82 844603.26 12119651.75
prior p (reject difference) [%] 4.99 0.07 0.04 4.99 4.95 4.98 1.64 4.99 0.04 34.74 nan nan nan
prior p (accept difference) [%] 94.99 19.12 13.79 94.99 94.95 94.98 85.72 94.99 11.85 0.67 nan nan nan
model IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs IDs

−L

̸=strong

−L

̸=strong ≠moderate ̸=strong ̸=strong

+L

̸=strong

+L

̸=strong

+L

̸=strong

+L

∆ indicates a difference of between control and vibration.
Bayes factor (BF) from uninformed prior odds = 1 reflecting posterior distribution equality under H0: BF ∈ [1, 3) weak, BF ∈ [3, 10) moderate, BF ∈ [10, inf) strong. BF10 reflects evidence for H1,
while BF01 reflects evidence for H0.
Posterior probability p of effect size Hedge’s g in defined regions: (g ∈ (± inf,±0.8] large (L), g ∈ (±0.8,±0.5] medium (M), (g ∈ ±0.5,±0.2] small (S), g ∈ [−0.1, 0.1] region of practical
equivalence (ROPE)) and the lower, mean, and upper 95% highest density interval (HDI).
Symbols encode BF evidence for equal posterior distributions with = and different posterior distributions with ̸=, and effect size ROPE+HDI testing with + for a discernible positive effect (the lower
HDI bound is above the upper ROPE limit) and with − for a discernible negative effect (the upper HDI bound is below the lower ROPE limit).



1.5.D BFs and model probabilites

Please see Section 1.4.D

1.5.E Decisions

Decisions would not change. Please see Section 1.5.C for more details.

1.6 Make it reproducible

1.6.A Software and installation

Please see Section 1.2.A.
The following MacOS terminal commands worked for me to install the required packages in a seperate

Conda Python 3.11.0 environment naming it “bambi091”, which was the most recent version at the time:

conda create -c conda-forge -n bambi091 "arviz>=0.11.2" "formulae==0.3.4" "numpy>1.22"
"pandas>=1.0.0" "pymc>=4.0.0" "scipy>=1.7.0" "setuptools>47.1.0"

conda activate bambi091
pip install git+https://github.com/bambinos/bambi.git
pip install ipykernel
python -m ipykernel install --user --name bambi091 --display-name "bambi (0.9.1)"
conda install -c conda-forge statsmodels
pip install seaborn
pip install httpimport
conda install -c conda-forge watermark

1.6.B Software version details

Please see Section 1.2.A.

1.6.C Script and data

• The related jupyter notebook and data are available via gitfront
https://gitfront.io/r/haripen/6ZQ4pngRwEWa/Safety-Efficacy-vibrotactile-feedback-patients-lower-
limb-amputation/.

• The custom functions used are also available via gitfront
https://gitfront.io/r/haripen/VwUFNvUqe1Pa/bambi-helper-funs/blob/bambi_helper_funs.py
and are loaded when using the jupyter notebook.

1.6.D Readable for humans

The jupyter notebook and packages should be sufficiently annotated such that an intermediate Python
user can understand the steps.

1.6.E All auxiliary files

No other files than the data and the custom functions are required.

1.6.F Runs as posted

The jupyter notebook was uploaded in a single run while loading data and packages from remote
repositories.

1.6.G MCMC chains for time-intensive runs

The analysis with the default prior should run in a reasonable time on modern laptops (i.e., MacOS 12.6.2,
2021 MacBook Pro 14", chip Apple M1 Pro, unified memory 32 GB.).

https://www.anaconda.com/products/distribution
https://gitfront.io/r/haripen/6ZQ4pngRwEWa/Safety-Efficacy-vibrotactile-feedback-patients-lower-limb-amputation/
https://gitfront.io/r/haripen/6ZQ4pngRwEWa/Safety-Efficacy-vibrotactile-feedback-patients-lower-limb-amputation/
https://gitfront.io/r/haripen/VwUFNvUqe1Pa/bambi-helper-funs/blob/bambi_helper_funs.py


1.6.H Reproducible MCMC

All pseudo-random number generators were set to 1234.



2 Calculation of ICC, MDC, and SEM

To check the reliability of the outcome measures that were repeated three times in each session we
calculated the intraclass correlation coefficient (ICC), the minimally detectable change (MDC), and
the standard error of measurement (SEM). We used a frequentist mixed linear model with formula
score ∼ times + tries + (1|ID) to calculate the covariance and error variance from tests repeated three
times (Python: 3.11.0, statsmodels (mixedlm): 0.13.5, numpy: 1.23.5, scipy: 1.9.3). The intraclass
correlation coefficient (ICCdata) results from dividing the random effects covariance matrix (Ψ) by the
sum of Ψ and the error variance (σ2

err)

ICCdata =
Ψ

Ψ+ σ2
err

. (3)

The standard error of measurment (SEMdata) is calculated from the square root of the linear mixed
effects models’ estimated σ2

err for the tests repeated three times [11, 12]

SEMdata =
√
σ2
err. (4)

For VAS and 2 min walking time SEMlit may be calculated from literature providing the intraclass
correlation coefficient ICClit, mean of the first trial, standard deviation of the first trial (SD), and the
sample size using

SEMlit = SD ·
√

1− ICClit. (5)

Finally, the minimal detectable change (MDC) was calculated using

MDC = t · SEM ·
√
2, (6)

where t is the 95% confidence interval two-sided Student t-distribution value adjusted for the sample
size [13]. Table 13 shows the reliability coefficients of the tests that were repeated three times at each
measurement session of this study.

Table 13: Reliability and measurement errors of tests repeated three times at each testing session
[11, 12, 14].

ICC3,1 MDC MDC [%] SEM SEM [%]

TUG [s] 0.91 2.86 40.37 0.94 13.21
FSST [s] 0.92 2.59 38.39 0.85 12.57
stance time affected side [s] 0.52 0.24 36.9 0.08 12.08
step length unaffected side [cm] 0.81 13.62 20.1 4.46 6.58
gait speed [km/h] 0.73 1.47 31.8 0.48 10.41

ICC3,1: 2-way random intraclass correlation coefficient, MDC: minimal detectable change, SEM:
standard error of measurement, TUG: timed up & go test, FSST: four square step test.
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